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Steering of carcinoma progression by the YIN/YANG interaction 
of STAT1/STAT3

Karlheinz Friedrich1, Helmut Dolznig2, Xiaonan Han3,4, Richard Moriggl5,6,7,*

1 Institute of Biochemistry II, University Hospital Jena, Jena, Germany;
2 Institute of Medical Genetics, Medical University of Vienna, Vienna, Austria;
3 Key Laboratory of Human Disease Comparative Medicine, Ministry of Health; the Institute of Laboratory Animal Science, Chinese 

Academy of Medical Sciences (CAMS) & Peking Union Medical College (PUMC), Beijing, China;
4 Division of Gastroenterology, Hepatology and Nutrition, Cincinnati Children’s Hospital Medical Center (CCHMC), Cincinnati, 

Ohio, USA;
5 Ludwig Boltzmann Institute for Cancer Research, Vienna, Austria;
6 Medical University of Vienna, Vienna, Austria;
7 Institute of Animal Breeding and Genetics, University of Veterinary Medicine, Vienna, Austria.

1. Introduction

The JAK-STAT pathway was recognized as one of 
the twelve core cancer pathways based on 'omics' 

technologies and from insights into cancer genome 
sequencing (1). JAK-STAT signalling contributes to 
many hallmarks of cancer, where survival, growth 
promotion, angiogenesis or activation of key other 
signalling pathways like PI3K-AKT-mTOR or RAS-
RAF signalling are very well documented (2-4).
 Cytokines bind to their corresponding receptor 
chains upon which significant structural changes are 
induced that also lead to a close proximity interaction 
of their transmembrane domains. The key event upon 
cytokine activation is separation of the intracellular 
Box1 sequences in the cytoplasmic tails of cytokine 

Summary STAT1/STAT3 transcription factors are important regulators for development of normal, 
infected or inflammed cells. They are also critically involved in the progression of various 
malignant tumours, including epithelial-derived carcinomas. Here, we focus on colorectal 
cancer (CRC) insights for STAT1/3, where controversial functions for STAT3 were reported. 
For a long time STAT3 has been regarded as a driver of tumour malignancy and its 
activation was associated with negative clinical outcome. In contrast, STAT1 was generally 
viewed as an independent tumour suppressor and positive prognostic marker. Here we 
discuss the experimental evidence for the tight association and regulation of oncogenic 
STAT3 transcription kept at bay by nuclear STAT1. We summarise current research and 
describe cellular models of different STAT1/STAT3 expression ratios. STAT1/3 expression 
levels are influenced by the mutational status of carcinoma cells associated with nuclear 
unphosphorylated STAT1. Animal tumour models and results from in vitro experiments 
allow for the conclusion that both proteins interact as antagonistic transcription factors in 
CRC cells. These STATs steer also important processes during infection and inflammation 
that influence development and progression of CRC. The STAT1/3 interplay is important 
to understand gene regulation and we describe it here similar like the YIN/YANG dualism. 
Thus, we propose to evaluate both STAT1 and STAT3 expression patterns in cancers in a 
dual manner instead of regarding them as independent transcription factors. This conceptual 
dualistic view could advance diagnostic predictions in the future.

Keywords: Colorectal carcinoma, JAK-STAT pathway, transcription factors, STAT1/STAT3 
interplay, prognostic marker

DOI: 10.5582/bst.2016.01250Review

Released online in J-STAGE as advance publication February 2, 
2017.

*Address correspondence to:
Dr. Richard Moriggl, Ludwig Boltzmann Institute for Cancer 
Research (LBI-CR), Währingerstr. 13a, A-1090 Vienna, 
Austria.
E-mail: richard.moriggl@lbicr.lbg.ac.at



www.biosciencetrends.com

BioScience Trends. 2017; 11(1):1-8.

receptors that bind the JAK tyrosine kinases that are 
bound via their FERM domains. This separation results 
in a sliding motion and removal of the pseudokinase 
inhibitory domain of one JAK molecule to the other 
JAK molecule (5). Both JAK kinases are pre-assembled 
at the receptor level in antiparallel dimer fashion. 
Understanding the structural requirements and mode of 
JAK kinase activation is important in cancer since they 
are most frequently mutated among all tyrosine kinases 
in mammals in cancer. The majority of cancer types are 
associated with JAK hyperactivation, which transactivate 
each other and trans-phosphorylate the cytoplasmic tails 
of receptor chains causing subsequently the activation 
of other important key signalling molecules (5). STAT 
molecules and other important signalling pathways 
such as activation of the RAS-RAF-MAPK axis or the 
PI3K-AKT-mTOR signalling route are downstream of 
JAK kinase action. Activation of the pathway acts in 
a cell type-specific and mutational, context-dependent 
way. It can involve controversial outcomes, such as 
tumour suppressive as well as oncogenic properties. 
Gene dosage and expression levels are also relevant, 
since amplification of the stat3/5 locus on human 
chromosome #17q was associated with epithelial or 
mesenchymal tumour progression [a PubMed search for 
#17q amplification revealing 412 publications as of Dec. 
2016]. Next Generation Sequencing data together with 
histopathology studies revealed that JAK/STAT signalling 
is in most cancers hyperactivated and it is among the 
most intensely mutated signal transduction pathways in 
cancer tightly linked with RAS transformation or MYC 
upregulation in cytokine responses e.g. It is therefore not 
surprising the pathway belongs to the prime targets of 
pharmaceutical research and developments. Today, more 
than ten JAK kinase inhibitors are evaluated in clinical 
trials. Ruxolitinib potently targets JAK1 and JAK2, 
while Tofacitinib inhibits JAK1, JAK2 and JAK3 (2) 
[currently, one finds multiple phase 1-III clinical trials 
via clinicaltrials.gov that lists 51 active trials which used 
Ruxolitinib as of Dec. 2016].
 Deficiencies or aberrations in activity caused by 
JAK-STAT mutations have severe consequences, leading 
e.g. to developmental and immune defects, dysregulated 
inflammation, metabolic disease and malignant cell 
transformation (6-12). The JAK-STAT pathway is highly 
conserved and diseases caused by germ-line or somatic 
mutations in JAKs or STATs are almost equivalent 
when studied in transgenic mice or found in patients 
and explored molecularly in human/patient-derived cell 
systems (13-15).

2. STAT1/3 signalling in tumour biology

STAT1/3 are pleiotropic transcription factors that 
make complex contributions to cancer (Figure 1). 
Knockout studies on STAT1 unravelled its central 
role in innate and acquired immunity upon infection, 

but also in the control of anti-tumourigenic functions, 
e.g. due to tumour surveillance control mechanisms. 
Nowadays, STAT1 is predominantly viewed as a 
tumour suppressor, with the exception of MHC class I 
regulation, which controls NK cell-mediated killing of 
tumour cells (16). STAT1 was shown to have a function 
in the control of pro-apoptotic and anti-proliferative 
signalling pathways (17). STAT1 was also described 
as a favourable prognostic marker in carcinomas of 
the breast or colon (18,19). The gene encoding for the 
SOCS1 Ubiquitine E3 Ligase is, for example a direct 
target gene of STAT1, and Socs1-deficient mice show 
spontaneous CRC tumour development, associated with 
hyper-activation of STAT1 (20) due to higher cytokine 
receptor and JAK kinase activity. Hypermethylation 
of SOCS family members or their genetic loss was 
frequently reported in cancer (21,22).
 STAT3 is a key immunomodulatory and anti-
infectious transcription factor downstream of interferon 
signalling and its effects are often opposite to those 
of STAT1(23). STAT3 is also a master transcription 
factor controlling differentiation under physiological 
conditions, e.g. it blocks differentiation in association 
with leukaemia inhibitory factor (LIF) signalling in 
embryonic stem cells and, hence, a key process for 
mammalian development (24). Moreover, STAT3 has 
an essential steering function for Th17 cell generation 
that control autoimmunity and infection through the IL-
23-IL-17 cytokine signalling axis, particular important 
for chronic inflammatory processes of the GI tract 
(25). STAT3 action in cancer is generally viewed in a 
simplistic manner, and most studies use pYSTAT3 or 
nuclear STAT3 predominantly as a surrogate marker 
of its oncogene activity. Patients with gain-of-function 
(GOF) mutations in STAT3 shape the cancer gene 
expression landscape of inflammatory liver adenomas 
or of mature T cell neoplasia (26,27). Importantly, 
STAT3 regulates also stem cell to tissue fate and invasive 
processes through epithelial to mesenchymal transitions 
or mesenchymal to epithelial transitions during embryo 
or cancer progression (28). Thus, STAT3 can control key 
differentiation processes under physiologic or malignant 
conditions. These functions of STAT3 are consistent with 
early embryonic death when fully depleted in mice (29). 
In conclusion, STAT1 is a tumour suppressor in CRC, but 
STAT3 function is promiscuous. It can promote growth, 
survival, migration or attachment of cancer cells and it 
may play an important role in cancer immune escape or 
tumour neo-vascularisation (4).

3. Influence of STAT1/3 on CRC

3.1. STAT1/3 as YIN/YANG antagonists

The activities of STAT1/3 in cancer are reminiscent 
of the YIN/YANG dualism, describing two opposite 
forces in nature. Here, YIN characterises negative 
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 Contradictory reports were published with regard 
to the predictive validity of STAT3 expression 
and activation levels in CRC. Some investigations 
supported the notion of STAT3 as an oncogene, while 
others concluded that STAT3 is a tumour suppressor. 
Several studies reported oncogenic effects of elevated 
STAT3 signalling (30-36). In contrast, others reported 
on STAT3 as a determinant of positive outcome in 
intestinal tumour progression (37,38). Moreover, 
we could show recently that absence of STAT1 and/
or STAT3 proteins is correlated with shorter survival 
of CRC patients (37,39). We performed a systematic 
study to shed light on the functional interplay and the 
tumour growth-associated roles of STAT1/3 in CRC 
progression. Importantly, we could demonstrate that 
oncogenic function of STAT3 in CRC depends to a large 
extent on the ratio of STAT1/STAT3 expression and the 
isolated view on STAT3 activity alone is not sufficient 
(39). A low STAT1/high STAT3 ratio proved to be a 
valid predictor of poor disease outcome, whereas high 
STAT1 levels in combination with low STAT3 levels 
were a favourable determinant (Figure 2). From these 
results we conclude that STAT3 activation or nuclear 
function as a transcription factor can be antagonised 
by STAT1. Hence, we postulate that STAT3 function 
should be viewed in context with STAT1 expression 
levels in CRC (39).
 These results can explain earlier conflicting views on 

action of processes, whereas YANG stands for positive 
action. YIN/YANG, though of contrasting character, 
are not thought of as static or separated entities. They 
rather interfere with each other, as exemplified by the 
mutual interplay of the female and the male principle. 
Thus, the nature of YIN/YANG lies in the interchange 
between and the unification of two complementary 
beings. Recent investigations suggest that STAT1/3 are 
operative in CRC in a combined analogous manner and 
they should be viewed and studied as fraternal twins 
to understand their combined mode of action for CRC 
biology. Thus, we view STAT1/3 transcription factors 
as YIN/YANG molecules in the malignant disease 
process of CRC, reminiscent of ideas laid down in the 
earliest known Chinese medical book called Huangdi 
Neijing (Yellow Emperor's Classic of Medicine) two 
millenniums ago. Here, we will discuss the implications 
of the STAT1/STAT3 interplay for cancer progression.

3.2. Predictive potential of STAT1/3 in CRC

As for other cancers, both STAT1/3 have been evaluated 
for their suitability as prognostic markers in CRC. 
In accordance with its generally assumed tumour 
suppressive functions, STAT1 was shown to be associated 
with favourable prognosis (18). However, it was also 
claimed that increased tumour expression of STAT1 was 
associated with impaired patient survival (30). 

Figure 1. Roles of STAT1/3 expression and activity status in colorectal carcinoma. The pleiotropic transcription factors 
STAT1 and STAT3 often make antagonistic contributions to cancer initiation or progression associated with chronic infection and 
inflammation. STAT3 is involved in proliferation, survival and invasion of colorectal carcinoma (CRC) cells and cytokines such 
as interleukin 6 (IL-6), IL-11, IL-22, oncostatin M (OSM) or leukemia inhibitory factor (LIF) among others were shown to induce 
potently pYSTAT3 activity levels. STAT1 activation is mostly triggered by interferon (IFN) signalling, however, nuclear STAT1 
is found in the unphosphorylated ( = non-tyrosine phosphorylated state, U-STAT1) which is e.g. also triggered by inflammatory 
stimuli such as tumour necrosis factor α (TNF) signalling. Surprisingly, nuclear U-STAT1 is constitutively found in CRC cells, 
however, at varying expression levels antagonising STAT3 signalling.
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the predictive tendency of elevated STAT3 expression/
activity in CRC that is antagonised by nuclear STAT1 
expression levels even without the prerequisite of STAT1 
tyrosine phosphorylation (Figure 2). We further could 
show that different results from various studies on the 
impact of STAT3 on CRC must be further viewed in 
context with distinct driver mutations since STAT1 
expression upon genetic knockdown or loss of STAT3 
can either go up or down. Thus, genetically distinct 
patient cohorts will influence together with an individual 
gut microbiota STAT3 signalling. Furthermore, STAT3 
signalling is influenced in different cell types through 
chronic inflammation/infection or by complex tumour-
stromal cell interactions (35).
 Our recent study based on CRC tissue microarrays, 
cellular and tumour models correlated the ratio of STAT1 
to STAT3 expression as well as the IL-6 receptor α 
chain expression status with disease outcome. While 
concomitant absence of STAT1/3 was clearly associated 
with longer patient survival, higher ratio of STAT1/3 
expression influenced significantly CRC prognosis. 
Using four well characterized CRC cell lines with 
experimentally ablated STAT3 expression and SCID 
mouse xenografting confirmed that it is the ratio of 
STAT1/STAT3 expression which gains predictive power 
for disease progression. Thus, these findings support the 
view of STAT1/3 as a pair of YIN/YANG counteraction.

4.  Mechanisms of  STAT1/3 interaction and 
consequence to cancer biology

The importance of the STAT1/3 protein ratio could 
be recapitulated in xenograft models using paired cell 
lines engineered for knockdown of STAT3 expression. 

Surprisingly and depended on the employed CRC cell 
line, we found either a repressive or inductive effect on 
endogenous STAT1 expression upon STAT3 knockdown 
(39). Low STAT1/high STAT3 ratio showed faster 
tumour growth in xenografts (Figure 2). In contrast, 
xenografts of cell lines showing high STAT1 and low 
STAT3 levels grew significantly slower. The molecular 
basis of the combined activities of STAT1/3 in CRC 
is a multifaceted issue. The YIN/YANG interplay of 
STAT1/3 manifests in several ways: i) STAT1/3 proteins 
interact both without and with DNA engagement 
and their tyrosine phosphorylation status is despite 
common pathway drawings dispensable for that. STATs 
can form antiparallel dimers as also revealed through 
crystal structure insights of unphosphorylated STAT 
molecules (40) and both dock to cytokine receptor 
cytoplasmic chains via their N-terminal sequences. ii) 
STAT1/3 transcription factors have largely the same 
DNA binding consensus sites. Thus, they bind to 
similar DNA sequences at regulatory gene transcription 
regions, but they have very distinct target gene spectra 
due to cell type specific cofactors, corepressors or 
transcription factor interaction. iii) STAT1/3 expression 
can be modulated by each other's expression level 
through STAT regulatory elements in their respective 
promoters. iv) STAT1/3 are activated or inhibited in 
unique ways. They can be induced by either distinct 
or by the same set of cytokines or growth factors. 
Furthermore, their ability to induce SOCS proteins, 
which then downregulate the JAK kinase and cytokine 
receptor chains by degradation is unique, all allowing 
for transcriptional fine tuning giving selectivity to 
signalling.
 With regard to cancer, the situation is more complex 

Figure 2. The YIN/YANG interplay of STAT1/3 irrespective of tyrosine phosphorylation gains predictive power on 
colorectal cancer progression. STAT1/3 proteins interact both without and with DNA. Furthermore, STAT1 and STAT3 
physically interact irrespectively of their tyrosine phosphorylation status. Mechanistically, assessment of STAT1/3 cellular 
distribution and activation suggested that U-STAT1 is mainly nuclear and antagonises STAT3 activity in a YIN/YANG mode. 
Thus, sole STAT3 activity in patient samples is not a clear predictor of disease progression and one should always control for 
STAT1 expression since that largely counteracts oncogenic STAT3 and combined analysis of STAT1 and STAT3 nuclear and 
cytoplasmic expression levels gains prognostic power in the analysis of patient-derived carcinomas.
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since changes in the mutational landscape of the JAK-
STAT-SOCS pathway or epigenetic differences influence 
gene regulation drastically. In general, overlapping 
tyrosine kinase action can lead to both of their STAT1/3 
activation. Pathways that contribute to their inactivation 
or inhibition are frequently lost or mutated in cancer, 
such as inactivation of tyrosine phosphatases (e.g. by 
reactive oxygen species inactivating the catalytic cysteine 
of tyrosine phosphatases) or diminished proteolytic 
degradation (e.g. methylation of SOCS proteins, 
change in sumoylation or ubiquitinylation pathways 
is frequently deregulated escaping then proteasome 
degradation) (41,42). We have currently an incomplete 
mechanistic understanding how mutations or epigenetic 
changes together with changes in cytokine or growth 
factor signaling influence the ratio of STAT1/3 protein 
expression affecting CRC progression.

4.1. Formation of STAT1/STAT3 heterodimers and gene 
regulation

The heterodimeric ratio of STAT1/3 complexes and 
its pre-association or nuclear complex formation is 
both relevant for docking and gene regulation via 
STAT1/3. We postulate that gene regulation control 
is simply dictated by its YIN/YANG expression 
ratio and interaction control. Upon cytokine receptor 
engagement, STAT activation via the JAK/STAT 
pathway is a rapid process, but not essential for nuclear 
translocation in cancer cells. Under physiologic 
conditions in normal cells signals are transferred into 
the nucleus of cells to reprogram gene transcription 
through the STAT transcription factors in minutes. It 
was early on recognized that the activity and cellular 
abundance of individual STAT proteins can alter the 
expression of other STAT protein family members 
(21,43), but so far there were limited functional studies 
regarding the influence of STAT1 expression levels 
on STAT3 signalling during CRC tumour growth. 
To make the picture even more complex, STAT 
oligomerization reported for STAT1, STAT3, STAT4, 
STAT5A and STAT5B allows for loop formation 
on DNA among each other. This will also influence 
STAT1/3 action including autoregulatory expression 
change. Furthermore, other transcription factors that 
bind to similar or the identical target gene sequences 
then STAT1, STAT3 or STAT5 such as BCL6 (an 
important oncogene in B cell lymphomas), will change 
the fait and outcome of gene regulation through the 
STAT1/STAT3 YIN/YANG interplay. It is likely that 
U-STAT1 participates in gene transcription in CRC, 
possibly of interferon regulated genes involved in anti-
tumour activities. It was postulated that the mutual 
interdependence of STAT1/3 through heterodimer 
formation within DNA binding complexes in tumour 
cells has a crucial influence on cancer cell fate (44). 
We have shown that STAT1/STAT3 heterodimers are 

detectable in the majority of CRC biopsies and form 
independent upon stimulation with IL-6 in various CRC 
cell lines due to the predominant nuclear expression of 
STAT1 that we will next illuminate further (37).

4.2. Potential role of non-phosphorylated STATs and 
non-canonical STAT signalling in CRC

The formation of STAT1/STAT3 heterodimers was 
experimentally mostly demonstrated in a DNA-bound 
state. However, it is noteworthy that U-STAT1 was 
also found persistently in the nucleus of epithelial 
cells as early described by the George Stark laboratory 
(45). Non-canonical STAT pathways employ STATs 
independently of tyrosine phosphorylation (21,46) .
 In general, pYSTAT1 signalling was found to be 
mostly associated with interferon signalling, whereas 
pYSTAT3 signalling is connected with responses 
emanating from the activated distal four tyrosine 
residues within the gp130 receptor cytoplasmic chain 
(43). Importantly, U-STAT1/3 proteins have functions 
distinct from those of the pY proteins (21): i) as specific 
transcription factors and modifiers of transcription in 
case of U-STAT1 and U-STAT3 (43), ii) as effectors of 
mitochondrial function (serine phosphorylated STAT3) 
(47). U-STAT1 was shown to extend expression of IFN-
induced genes (45). The fact that U-STAT1, if present in 
the nucleus can bind to activated pYSTAT3 controlling 
its proliferative and pro-survival function was so far 
neglected. Based on co-immunoprecipitation studies 
and structural insights derived from crystallography 
of the unphosphorylated STAT5A dimer (40) and 
integrative modelling of the U-STAT3 dimer (48) one 
can assume that STAT1/STAT3 heterodimers can bind 
in anti-parallel fashion in a non-tyrosine phosphorylated 
manner also to receptor chains. This antiparallel 
STAT dimerization at the cytokine receptor chains is 
reminiscent of JAK kinase dimerisation at the Box1 
motif and the escape mechanism of inhibitory kinase 
action through the sliding model described above also 
suggesting an antiparallel juxtaposition of the kinase 
and the pseudokinase domains (5). Important here is the 
concept that STAT1/3 protein-protein interaction can 
be observed without the necessity to be fully activated 
by tyrosine phosphorylation. We could confirm early 
reports for STAT1/STAT3 interaction without the 
prerequisite of tyrosine phosphorylation (39,49). 
Furthermore, we also demonstrated significant nuclear 
presence of STAT1 independent of cytokine stimulus in 
CRC cells, where it can heterodimerize with pYSTAT3, 
for example activated by IL-6 (39). We were able to 
show that also upon tyrosine phosphorylation of STAT3 
the interaction of U-STAT1 and pYSTAT3 is strongly 
interdependent. We conclude that it is the level of 
U-STAT1 expression that counter-regulates the activity 
of tyrosine phosphorylated, pro-oncogenic STAT3.
 So far the specific activities of unphosphorylated 



www.biosciencetrends.com

BioScience Trends. 2017; 11(1):1-8.6

STATs in cancer have attracted limited attention, but 
there are indications that the non-canonical functions 
of U-STAT1 in particular in CRC have a key role in 
many physiological and pathophysiological conditions. 
In regard to gastrointestinal diseases this may very 
well include chronic Inflammatory Bowel Disease, 
Chron's disease, and Ulcerative Colitis (36), Hepatitis 
B and C driven liver inflammation and hepatocellular 
carcinoma progression. Processes such as chronic 
infection and inflammation can trigger adenoma 
initiation, they contribute to carcinoma formation and 
they are critically involved for metastatic spread, all 
processes dominated by cytokine and JAK-STAT action 
(Figure 1). Expression and nuclear import of U-STAT1 
as an important break counteracting inflammation 
and infection as well as cancer progression should 
obtain more attention, particular in light of pYSTAT3 
action. Here, more mechanistic work both from animal 
studies and comparative pathology examinations 
of patient pools will be required. U-STAT1 as well 
as non-canonical signalling via STAT1 are of great 
importance to understand the YIN/YANG nature of 
the STAT1/STAT3 interplay. The medical relevance of 
the STAT1/STAT3 dualism is strong because one third 
of the global population suffers from GI tract disease. 
Many aspects causing GI tract disease originate from 
genetics, behaviour or infectious disease. Fatty liver 
disease and metabolic syndrome are associated with 
obesity and type II diabetes, which has a chronic 
inflammatory component. Both, hepatitis infection as 
well as chronic inflammatory colonic diseases have 
a connex to pathogens or infectious disease, but also 
to individual genetic polymorphisms. Ultimately 
these epithelial layer tissue damaging conditions can 
culminate into four times higher risk to develop CRC 
closely associated with chronic inflammatory colonic 
disease (36,50). Therefore, future drug targeting 
approaches should consider changes in the ratio of 
STAT1 to STAT3 expression, since it strongly impacts 
on carcinoma progression.

5. Conclusions

Abundance of nuclear STAT1 dictates oncogenic 
or proliferative/survival of STAT3 activity for 
disease outcome in CRC. The mechanisms by which 
combinatorial effects of STAT1/3 modulate transcription 
deserve more detailed studies. Our current view provides 
an explanation for the controversial influence of STAT3 
on CRC development and progression. U-STAT1 can 
be regarded as a guardian to keep oncogenic STAT3-
induced gene regulation at bay. Therefore, STAT1 
has important regulatory activity on STAT3-mediated 
transcription and it is a key tumour suppressor, which 
can control too much STAT3 activity in a dose dependent 
manner. The antagonism of STAT1/3 in CRC balances 
also chronic inflammation and infection. We suggest 

that the ratio of STAT1/3 expression has prognostic 
power for progression of CRC or GI tract cancers. 
Despite a high degree of CRC heterogeneity, meaningful 
clinical predictions may be possible if both STAT3 and 
counterbalancing STAT1 are analysed in biopsies instead 
of the centric view on only one STAT protein, as the field 
did in the past. We hope this concept will be tested in 
other carcinoma settings to define its implications for the 
biology of major cancer killers better. We predict that the 
YIN/YANG STAT1/3 nature will be relevant for many 
different cancer cell types and inflammatory or infectious 
disease might follow a similar trait.
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1. Introduction

Pancreatic islets are composed of several types of 
endocrine cells including α, β, δ, ε and PP cells, which 
produce glucagon, insulin, somatostatin, ghrelin and 
pancreatic polypeptide, respectively (1). Approximately 
80% of endocrine cells composing pancreatic islet are 
represented by β-cells (2). Insulin is the major hormone 
responsible for maintenance of normoglycemia by 
promoting glucose transport to insulin-depended 
tissues, suppression of gluconeogenesis and enhancing 
glycogenesis (3). Furthermore, insulin has pleiotropic 
effects such as modulation of learning, memory and 
reproduction processes (4). The loss of pancreatic β-cells 
and impaired insulin production are hallmarks of type 1 

and type 2 diabetes (5). Late complications of persistent 
chronic hyperglycemia and other metabolic derangements 
are nephropathy, neuropathy, retinopathy or other 
cardiovascular diseases (6,7). Notably, the prevalence 
of both types of diabetes is currently increasing (8). 
There is growing evidence that changes in intracellular 
calcium levels play a prominent physiological role in 
β-cells. Ca2+ ions modulate insulin secretion, expression 
and proliferation as well as β-cell growth and apoptosis 
(9,10). Calcium changes related to β-cell death or 
insulin exocytosis were reported in beta cells derived 
from diabetic subjects as well as in insulinomas (a 
neuroendocrine tumor derived from β-cells). It is well-
known that in β-cells Ca2+ influx depends on the activity 
of a large number of ion channels. However, voltage-
operated Ca2+ channels (VOCCs) play a predominant 
role (11). In addition, recent studies in pancreatic 
primary β-cell and insulin producing permanent β-cell 
lines indicate that Ca2+ ions entrance is regulated by 
transient receptor potential vanilloid (TRPV) channels. 
In the present work, we review the current knowledge 
about the role of these channels in controlling primary 
β-cell functions including calcium homeostasis, insulin 
secretion as well as cell growth and death.

Summary Pancreatic β-cell functions are regulated by a variety of endogenous and exogenous factors.  
Calcium is one of the most potent triggers of β-cell growth, insulin production and exocytosis. 
Recently, others and we showed that TRPV channels are expressed in insulin producing cell 
lines and/or primary β-cells. These channels modulate calcium ions, insulin secretion and 
cell proliferation. Besides the classical roles of TRPV channels in the sensory system, there 
are also novel functions described in non-excitable cells such as in insulin-producing β-cells. 
This review summarises the current knowledge about the expression and the role of TRPV 
channels in controlling β-cell functions based upon studies performed in isolated primary 
β-cells as well as permanent β-cell models. 
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2. TRPV as subfamily of TRP channels

Transient potential receptor (TRP) channels are 
members of a superfamily of cation channels. They 
are subdivided into six groups with differences in 
their amino acid sequences, activation factors and 
modulatory mechanisms. TRP channels (TRPs) were 
firstly described in Drosophila, where trp gene mutation 
carried a characteristic defect in phototransduction 
(12). All TRPs consists of six putative transmembrane 
protein subunits with the pore loop between the fifth 
and sixth segment (S5-S6). They differ in cytoplasmic 
amino and carboxy termini (13,14). The 28 mammalian 
TRP channels are divided into six different subfamilies 
based on sequence homology: canonical (TRPC), 
melastatin (TRPM), vanilloid (TRPV), polycystin 
(TRPP), ankyrin (TRPA), and mucolipin (TRPML1-3) 
receptors. TRPs are activated by wide range of 
stimuli including mechanical and osmotic changes, 
temperature or intracellular ligands. The TRPV channel 
family consists of six members (TRPV1-6). All of 
them contain 3-6 intracellular N-terminal ankyrin 
repeats domain, common protein-protein interaction 
motif. They can form homomeric and/or heteromeric, 
tetrameric configurations. TRPVs can be subdivided 
into two groups: TRPV1-4 and TRPV5-6. TRPV1-4 are 
thermosensitive, non-selective calcium channels having 
permeability ratio PCa/PNa between 5 and 10, whereas 
TRPV5-6 are highly Ca2+-selective ion channels, with 
PCa/PNa over 100 (15-17). TRPV1 was the first TRPV 
subtype to be identified and is therefore the most 
extensively characterized channel. TRPV1 is activated 
by vanilloid compounds such as capsaicin (an active 
ingredient in hot chili peppers), noxious heat (≥ 43°C) 
(18), low pH (≤ 5.9) or voltage (19,20). TRPV1 is not 
only involved in classical pain sensations via nociceptor 
activation (21), but also contribute to novel functions in 
non-neuronal or tumor cells (22). TRPV1 activity can be 
modulated by protein kinase A (23,24), protein kinase 
C (25) and Ca2+/calmodulin-dependent protein kinase 
II (CaMKII) phosphorylation (26). Another regulatory 
molecule of TPRV1 is PIP2, which binds to the C- and 
N-terminal region of TRPV1 and thus regulates this 
channel activation (27,28). TRPV2 is approx. 50% 
identical to TRPV1, but is insensitive to capsaicin and 
low pH. Very recent results indicated a link between 
TRPV1 and VEGF in benign tumor cells (29). The 
high-heat sensor TRPV2 is activated by noxious heat 
with an activation threshold greater than 52°C (30). 
Moreover, TRPV2 is activated by physical stimuli 
including mechanical stretch and osmotic swelling (31). 
This channel is highly expressed in various tissue types 
such as nervous system, immune-related tissues and 
cells, vascular smooth muscle, and endothelial cells. 
TRPV3 is a moderate heat-activated TRP channel with 
40% identity to TRPV1 (32). It's temperature activation 
threshold in the physiological temperatures is in the 

range of 32 to 39°C. TRPV3 can be also activated 
by camphor, thymol and 2- aminoethoxydiphenyl 
borate (2-APB). This channel plays a major role in 
regulating physiological skin homeostasis by regulating 
proliferation and apoptosis in epidermal keratinocytes 
(33). In addition, it has been reported that TRPV3 is 
involved in hairlessness combined with dermatitis (34). 
TRPV4 can be activated by physical stimuli such as cell 
swelling, moderate heat (> 24-27°C), shear stress and 
chemical ligands (e.g. phorbol esters, endocannabinoids, 
arachidonic acids or synthetic compound GSK1016790) 
(35-37). This channel is widely expressed in various 
tissues such as brain, vascular endothelium, bladder, 
kidney and multiple excitable, and non-excitable 
peripheral cell types including eye surface cells (38). 
TRPV5 and TRPV6 are the only calcium selective TRP 
channels. Although they share 74% amino acids identity, 
they are only 22-24% identical to other TRPVs. TRPV5 
and TRPV6 maintain calcium homeostasis in epithelial 
tissues (39). Both channels can be activated by fluid 
shear force (40). TRPV5 is highly expressed in the 
kidney, where it regulates Ca2+ excretion into the urine 
(41,42). It is regulated by Klotho, a β-glucuronidase that 
hydrolyzes extracellular sugar residues on TRPV5 (43). 
TRPV6 is involved in the active Ca2+ absorption and 
is predominantly expressed in the small intestine (44). 
Increased expression of TRPV6 has been observed in 
various human tumors, including prostate cancer (45).

3. Expression of TRPVs in pancreatic β-cells 
and insulin producing cell lines and their role in 
controlling insulin secretion

3.1. TRPV1

Initially, TRPV1 mRNA expression was detected in 
rat INS-1 and RINm5F insulin producing (insulinoma) 
β-cell lines (46). Immunofluorescence staining revealed 
that TRPV1 is expressed in endocrine cells of rat islets. 
Furthermore, it was reported that TRPV1 activation by 
the agonist capsaicin stimulated insulin secretion from 
INS-1 cells (46). Capsaicin-induced insulin secretion was 
attenuated by EGTA or the TRPV1 blocker capsazepine. 
In the same study, insulinotropic action of capsaicin was 
confirmed in animal experiments. It was found that in 
rats s.c. injection of capsaicin resulted higher plasma 
insulin levels as compared with vehicle-treated animals. 
The presence of TRPV1 protein was also identified in rat 
insulinoma INS-1E cells (cell line derived from INS-1 
cells) (47,48). 
 Consistent with previous data, it was reported that 
the TRPV1 agonists capsaicin and AM404 are able 
to rise intracellular calcium levels in INS-1E cells, 
which depends upon TRPV1 channel activation (47). 
However, the same research group failed to detect 
TRPV1 immunoreactivity in human primary β- as well 
as human insulinoma cells (47). In agreement with these 
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induced insulin secretion in mouse primary β-cells. The 
contribution of insulin to the translocation of TRPV2 to 
the plasma membrane was confirmed by another study, 
which showed that this action is mediated via PI3K. 
Furthermore, this study showed also that TRPV4 is 
involved in first but not second phase of insulin release 
(52). Another work investigated the role of Klotho gene 
in controlling insulin secretion from min6 cells. It was 
found that overexpression of Klotho leads to increased 
plasma membrane retention of TRPV2 in min6 cells (53). 
By contrast, Klotho knockout reduced plasma membrane 
retention of TRPV2. Furthermore, pharmacological 
inhibition of TRPV2 by tranilast supressed both, 
Klotho-induced calcium influx and glucose-induced 
insulin secretion in min6 cells. In summary, these data 
collectively showed that TRPV2 stimulates insulin 
secretion from min6 and mouse primary β-cells. 
Furthermore, there is convincing evidence that its 
translocation to the plasma membrane is controlled by 
insulin as well as Klotho-dependent manner.

3.3. TRPV3

According to our knowledge data indicating functional 
expression of TRPV3 in primary β-cells or insulin 
producing cells are not available. 

3.4. TRPV4

Expression of TRPV4 mRNA was found in min6, 
INS-E cells and rat pancreatic islets (54,55). There 
are two studies addressing the question whether 
TRPV4 modulates intracellular calcium levels in 
insulin producing cells. Casas et al. using min6 cells 
reported that human islet amyloid polypeptide (hIAPP) 
increases that intracellular calcium level in min6 
cells (54). This effects of hIAPP was supressed by 
addition of gadolinium a non-specific TRP channel 
inhibitor. Another experiments showed that the hIAPP-
induced intracellular Ca2+ rise in min6 cells can be 
also suppressed by ruthenium red, which is a non-
competitive pan inhibitor of TRPs, in particularly TRPV 
channels including TRPV4 (and also TRPV1) (56,57). 
To assess whether TRPV4 mediates hIAPP-induced 
intracellular Ca2+ rise the authors of this study utilised 
siRNA technique. These experiments demonstrated that 
elevation of Ca2+ by hIAPP was supressed in cells with 
TRPV4 protein downregulation. Overall, this study 
showed for the first time that TRPV4 activation leads to 
increase Ca2+ levels in min6 cells. Recently, we studied 
the effects of TRPV4 activation on intracellular Ca2+ 
levels in INS-1E cells. We found that TRPV4 activation 
by moderate heating, hypotonic challenge as well as its 
agonist 4αPDD increased Ca2+ levels (55). Stimulation 
of Ca2+ elevation was attenuated in INS-1E cells with 
TRPV4 protein downregulation suggesting these effects 
are mediated via TRPV4. Moreover, we found elevation 

observations, capsaicin did not increase Ca2+ levels in 
human primary β-cells. Furthermore, capsaicin failed 
to affect calcium influx in rat primary β-cells (47). 
Consistent with the incapability of capsaicin to affect 
calcium levels in rat primary β-cells, others reported that 
rat pancreatic islets lack TRPV1 (49). Similar data were 
obtained by Diaz-Garcia et al. who studied whether 
TRPV1 is expressed in rat pancreatic β-cells (50). This 
study showed that primary β-cells isolated from adult 
rats do not express TRPV1 mRNA. To further identity 
factors that can induce TRPV1 expression in β-cells, 
the same group tested whether TRPV1 can be induced 
by the nerve growth factor (NGF). It was found that 
NGF stimulates TRPV1 mRNA expression. However, 
NGF failed to induce TRPV1 protein production. 
The lack of TRPV1 expression was also reported in 
β-cells isolated from neonate rats (50). Furthermore, 
this research laboratory was not able to detect TRPV1 
protein production in RINm5F cells, which was 
inconsistent with previous work (46). Overall, these 
data indicate that TRPV1 protein and mRNA are present 
in rat insulinoma cells (INS-1 and INS-1E), whereas 
TRPV1 is absent in rat and human primary β-cells as 
well as human insulinoma. Moreover, it appears that 
TRPV1 directly stimulates insulin secretion from rat 
insulinoma cells but not from human or rodent primary 
β-cells or human insulinoma. However, contribution 
of TRPV1 in modulating insulin secretion in vivo 
cannot be completely excluded. For instance, animal 
studies indicated that pancreatic islets do not express 
TRPV1 but they are innervated by TRPV1-expressing 
sensory nerve fibers and systemic capsaicin treatment 
potentiated glucose induced insulin secretion (49). Thus, 
it is likely TRPV1 may modulate insulin levels despite 
its absence in β-cells.

3.2. TRPV2

Both TRPV2 mRNA and protein were detected in 
murine insulin producing min6 cell line as well as in 
primary β-cells (51). The vast part of data describing 
the role of TRPV2 in controlling intracellular calcium 
levels and insulin secretion was obtained using cells 
with TRPV2 downregulation. Hisanaga et al. found that 
insulin stimulates intracellular calcium levels in min6 
cells, which is mediated through insulin-induced TRPV2 
translocation to the plasma membrane (51). Suppression 
of TRPV2 protein production by shRNA or blockade 
by tranilast (an inhibitor of TRPV2) inhibited insulin-
induced Ca2+ influx in min6 cells (51). Furthermore, this 
study reported that transilast supressed high glucose- and 
potassium-induced insulin secretion from min6 cells. 
Importantly, the same work found that insulin-induced 
TRPV2 translocation from cytoplasm to the plasma 
membrane accurse also in mouse primary β-cells. In 
addition, downregulation of TRPV2 protein production 
resulted in lower rate of glucose- and potassium-
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of Ca2+ influx induced by 4αPDD was accompanied 
by increased insulin secretion. Stimulation of insulin 
secretion by 4αPDD was additionally confirmed in 
isolated rat pancreatic islets. In summary, these data 
revealed that TRPV4 modulates calcium homeostasis 
and insulin secretion in insulin producing INS-1E cells, 
suggesting its influence on insulin secretion in primary 
β-cells. Nevertheless, whether TRPV4 contribute to 
insulin secretion in vivo remains an open question.

3.5. TRPV5

Janssen et al. reported that TRPV5 mRNA is present 
in RNA isolated from whole rat pancreas (58). The 
authors of this work also studied immunofluorescence 
localization of this channel in pancreatic islets. Double 
immunofluorescence studies revealed that TRPV5 
colocalize with β- but not α-cells. It was also observed 
that TRPV5 expression decreases during the progression 
of diabetes in ZDF Rats (58). In contrast to rat islets, 
others reported no expression of TRPV5 in mouse 
islets (59). To our best knowledge, there are no data 
demonstrating contribution of TRPV5 to calcium 
homeostasis and insulin secretion in β-cells.

3.6. TRPV6

Human studies appeared that TRPV6 expression is 
restricted only to exocrine pancreas (60). Recently, 
however, we reported that TRPV6 mRNA is expressed 
in rat INS-1E cells and rat pancreatic islets (61). Using 
double immunofluorescence staining we detected that 
TRPV6 is expressed in rat β-cells. Furthermore, we 

found that TRPV6 downregulation is associated with 
impaired calcium influx in INS-1E cells. On the other 
hand, we did not find any difference in basal and glucose-
induced insulin secretion between cells with normal 
and supressed TRPV6 protein production. However, we 
showed that suppression of TRPV6 expression leads to 
suppression of insulin mRNA expression in INS-1E cells. 
These data suggest that TRPV6 modulates insulin mRNA 
expression but not secretion. However, since these data 
were obtained using INS-E cells further studies are 
needed to elucidate the role of TRPV6 in primary β-cells.

4. TRPVs in controlling β-cell growth and death

Keeping mind the pivotal role of calcium ions in 
modulating cell proliferation and apoptosis, several 
studies investigated whether selected TRPVs are 
involved in pancreatic β-cell proliferation or death. 
Hisanaga et al. found that suppression of TRPV2 
protein production in min6 is associated with impaired 
glucose- and serum-induced cell proliferation but not 
enhanced cell death (51). Their results showed that 
TRPV2 is required to maintain min6 cell proliferation. 
A promitogenic role of TRPVs in insulin producing 
cells is also supported by our recent data. We found that 
suppression of TRPV6 protein production by siRNA 
technique resulted in reduced cell proliferation and 
viability in INS-1E cells (61). Likewise previous studies, 
these effects were detected in the presence of glucose and 
serum. Studying potential mechanism by which TRPV6 
may control cell growth, we identified that decreased 
cell proliferation in TRPV6 siRNA transfected cells was 
accompanied by reduced activity of calcineurin/NFAT 

Figure 1. Expression and potential function of TRPV channels in the endocrine pancreas.
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signalling and ERK1/2 phosphorylation. Since these 
pathways were involved in β-cell proliferation (62,63), 
these data strongly suggested that TRPV6 may trigger 
INS-E cell growth via calcineurin/NFAT- and ERK1/2-
dependent mechanisms. Notably, similar data indicating 
the link between TRPV6/NFAT signalling and cell 
proliferation were described in human neuroendocrine 
pancreatic BON cells (64). By contrast, to promitogenic 
effects of TRPV2 and TRPV6 in insulin producing cells, 
it was demonstrated that TRPV4 activation by hIAPP 
stimulate β-cell death. Casas et al. found that activation 
of TRPV4 by hIAPP induces the endoplasmic reticulum 
(ER) stress response and apoptosis in min6 and murine 
primary β-cells (54). Since increased accumulation of 
hIAPP aggregates associates with β-cell death in type 2 
diabetic patients (65), these results suggest that TRPV4 
can contribute to β-cell loss in type 2 diabetes. The role 
of other TRPVs in controlling β-cell growth remains 
unknown.
 The TRPV channel expression and function in the 
endocrine pancreas are shown in Figure 1.

5. Concluding remarks

In summary, there is evidence that TRPV1, TRPV2, 
TRPV4 and TRPV6 are expressed in rodent insulinoma 
cell lines which are involved in calcium regulation. 
TRPV1, TRPV2 and TRPV4 were implicated in insulin 
secretion in rodent insulin producing cells. Furthermore, 
there is evidence that TRPV2 controls Ca2+ influx and 
insulin secretion in mouse primary β-cells. By contrast, 
TRPV1 is rather not expressed in rat primary β-cells 
or human insulinoma. The loss of TRPV2 protein 
production in murine min6 cells and TRPV6 in rat INS-
1E cells leads to supressed cell proliferation. On the 
other hand, TRPV4 activation by hIAPP results in min6 
and mouse primary β-cell apoptosis. 
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1. Introduction

Posttranscriptional regulation is vital for gene 
expression. Furthermore, posttranscriptional regulation 
provides a mechanism for rapid changes in the protein 
composition of cells. In eukaryotic cells, the conversion 
of the initial primary transcript synthesized by RNA 
polymerase II into a functional mRNA involves three 
major events: 5′-capping, 3′-cleavage/polyadenylation, 
and RNA splicing. The addition of these specific 
modifications to both the 5′ and 3′ ends of the pre-
mRNA is crucial, as they protect mRNAs from enzymes 
that will quickly digest uncapped RNAs generated by 
RNA processing, such as RNA transcribed downstream 
from a polyadenylation site and spliced-out introns. 
Moreover, in the nucleus, the 5′-cap and 3′-poly(A) tail 

distinguish pre-mRNA molecules from various other 
kinds of RNA (1,2).
 As  the  nascen t  mRNA precursor  i s  be ing 
transcribed, the pre-mRNA processing events (i.e., 
capping, polyadenylation, and splicing) take place in 
the nucleus. Therefore, pre-mRNA processing occurs 
co-transcriptionally. The 5′-end is instantly modified as 
the RNA emerges from the surface of RNA polymerase 
II by the addition of the 5′-cap structure found on 
all mRNA molecules, and is immediately bound by 
members of a complex group of RNA-binding proteins 
as the nascent pre-mRNA continues to develop. These 
RNA-binding proteins subsequently assist in both RNA 
splicing and the exportation of fully processed mRNA 
molecules into the cytoplasm through nuclear pore 
complexes. In the cytoplasm, some of these proteins 
remain associated with the mRNA. However, most of 
them either remain in the nucleus or shuttle back into 
the nucleus shortly after the mRNA is exported to the 
cytoplasm (1,2).
 In addition, it is important to note that mRNAs never 
occur as free RNA molecules in the cell, as they are 
always associated with proteins as ribonucleoprotein 
complexes (RNP). First, they exist as nascent pre-mRNPs 
that are capped and spliced as they are transcribed, and 

Summary During pre-mRNA splicing events, introns are removed from the pre-mRNA, and the 
remaining exons are connected together to form a single continuous molecule. Alternative 
splicing is a common mechanism for the regulation of gene expression in eukaryotes. 
More than 90% of human genes are known to undergo alternative splicing. The most 
common type of alternative splicing is exon skipping, which is also known as cassette exon. 
Other known alternative splicing events include alternative 5′ splice sites, alternative 3′ 
splice sites, intron retention, and mutually exclusive exons. Alternative splicing events are 
controlled by regulatory proteins responsible for both positive and negative regulation. In 
this review, we focus on neuronal splicing regulators and discuss several notable regulators 
in depth. In addition, we have also included an example of splicing regulation mediated by 
the RBFox protein family. Lastly, as previous studies have shown that a number of splicing 
factors are associated with neuronal diseases such as Alzheime's disease (AD) and Autism 
spectrum disorder (ASD), here we consider their importance in neuronal diseases wherein 
the underlying mechanisms have yet to be elucidated.
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then become nuclear mRNPs following cleavage and 
polyadenylation. Finally, following the exchange of 
proteins that accompanies the export to the cytoplasm, 
they are referred to as cytoplasmic mRNPs (1,2).

2. Splicing

Pre-mRNA splicing is a process where introns are 
removed from the pre-mRNA and the remaining exons 
are connected to form a single continuous molecule. 
Introns are regions on RNA transcripts that do not code 
for protein. Transcripts with many exons can be spliced 
co-transcriptionally, although most pre-mRNA splicing 
events take place after the completion of mRNA 
synthesis. Other transcript modifications by RNA 
processing, such as end-capping of the pre-mRNA, 
assist pre-mRNA splicing. A large protein complex, 
known as the spliceosome, catalyses the splicing 
reaction. Proteins and small nuclear RNA molecules 
form the spliceosome that recognizes splice sites in pre-
mRNA (1,2).

2.1. Alternative splicing

Alternative splicing is a common mechanism used 
to regulate gene expression in eukaryotes (3-7). It is 
recognized as a major contributor of proteomic diversity 
because it allows for the generation of multiple proteins 
from a single gene (8,9). It is known that 90% of human 
genes undergo alternative splicing (10). One notable 
example is the Drosophila Dscam, which can encode 
more than 38,000 proteins from a single gene (reviewed 
in 11).

2.2. Types of alternative splicing

There are several types of alternative splicing, the most 
common type being "exon skipping" (also known as 
"cassette exon"). Other known alternative splicing 
events are: alternative 5′ splice sites, alternative 3′ 
splice sites, intron retention, and mutually exclusive 
exons (reviewed in 11,12). Owing to alterations in exon 
combinations during alternative splicing events, the 
resulting protein isoforms may have different functions 
or activities.

3. Regulation of gene expression through alternative 
splicing

Regulation of splicing involves both trans- and cis-
components, including sequences in pre-mRNA as 
well as cellular factors (RNA or protein, respectively) 
(12). In most cases, the trans-factors and cis-elements 
involved in a particular alternative splicing event are 
difficult to predict. Similarly, because many pseudo-
exons that are flanked by predicted splice sites are 
not spliced, it is challenging to predict exons from the 

genome sequence information alone in the absence of 
transcript sequence information. It has been previously 
demonstrated that the presence of a pair of strong splice 
sites was not sufficient to define an exon (12). 
 To gain a better understanding of the underlying 
mechanisms, global analyses have been performed 
and the results indicate that relative enrichment in 
exon splicing enhancers (ESEs) or exon splicing 
silencers (ESSs) can help distinguish authentic exons 
from pseudo-exons. Despite extensive variation in 
the sequence of auxiliary splicing elements, they are 
crucial to the determination of alternative exons (12). 
Many ESEs were reported to contain binding sites for 
members of the serine-arginine rich (SR) protein family. 
SR proteins play important roles in the assembly of 
the spliceosome and function as both essential splicing 
and regulatory factors. Members of this protein family 
have a modular structure with one or two N-terminal 
RNA recognition motif (RRM)-type domains that 
bind RNA, in addition to C-terminal domains that are 
enriched in serine and arginine residues (RS domains). 
Additionally, RS domains are found in other core 
splicing factors, such as U2AF65 and U2AF35. They 
function to facilitate both protein-protein and protein-
RNA interactions (12). 

4. Neuronal splicing regulators

Certain pre-mRNA-binding regulatory proteins direct 
changes in splicing patterns and consequently enhance 
or silence particular splicing options. Previous studies 
have shown that these factors can be classified as 
positive or negative factors. SR proteins, as well 
as their related proteins, are among the most well-
known and best characterized positive factors. These 
proteins bind to elements on ESEs and promote exon 
inclusion. Negative factors include members of the 
heterogeneous nuclear ribonucleoprotein (hnRNP) 
group of RNA-binding proteins, such as hnRNPA1 and 
the polypyrimidine tract-binding protein (PTB/PTBP1) 
(reviewed in 5,13). 
 In addition, several proteins have the ability to either 
enhance or repress exon inclusion, depending on the 
position of their binding sites relative to the target exon. 
These RNA-binding proteins maintain developmentally 
regulated splicing patterns, albeit partially; however, the 
proteins that mediate changes in splicing in response 
to neuronal activity are largely unknown. Certain 
splicing factors are exclusively expressed in neurons 
for instance PTBP1, RBFox proteins and Nova 1, while 
others are enriched in neurons in the brain such as 
PTBP2 (nPTB) and RBFox proteins. However, splicing 
factors that are enriched in neurons in the brain can also 
be found in other tissues. Additionally, other factors can 
determine neuronal splicing patterns by their absence in 
neurons. Several proteins have been shown to control 
various groups of target transcripts in a coordinated 
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expressed in neuronal progenitors and it was detected in 
differentiated neurons and some astrocytes. Moreover, 
PTBP2 has been shown to be critical for postnatal 
survival and proper splicing of hundreds of mRNAs in 
the brain (21).

5.2. Nova1 
 
The neuro-oncological ventral antigen (Nova1) is a 
neuron-specific RNA-binding protein that binds to 
the RNA sequence UCAUY. Nova1 has been reported 
to regulate the alternative splicing of several genes, 
including the glycine receptor a2 (22,23). In humans, 
the NOVA1 gene is highly expressed in motor neurons. 
In contrast, NOVA2 is abundantly expressed in neurons 
of the cortex, dorsal spinal cord, and hippocampus. 
Both factors were first identified in patients with 
paraneoplastic opsoclonus-myoclonus-ataxia (POMA) 
as autoantigens (reviewed in 5).

5.3. RBFox proteins 

Originally identified in Caenorhabditis elegans, the 
feminizing locus on X (RBFox1) gene functions as 
the numerator element to determine the number of 
X chromosomes relative to the ploidy. Additionally, 
RBFox1 plays a role in the determination of male or 
hermaphrodite development (24-26). RBFox1 is an 
RNA-binding protein that contains an RRM. RBFox1 
was reported to be expressed in the brain, heart, and 
skeletal muscle in mouse (27). Furthermore, Jin Y., et 
al. (28) showed that the zebrafish RBFox1 protein binds 
specifically to the pentanucleotide sequence GCAUG in 
their SELEX experiments.
 In mammals, three members of the Fox family 

manner, despite exon regulation by multiple factors (5).

5. Splicing regulators

As mentioned above, changes in splicing pattern are 
directed by positive and negative regulatory factors 
that bind to pre-mRNA and enhance or silence 
particular splicing choices (reviewed in 5,12,14). 
Notable regulatory proteins that participate in neuronal 
alternative splicing are reviewed below and summarized 
in Table 1.

5.1. PTBP1 and PTBP2

Polypyrimidine tract-binding proteins are RNA-binding 
proteins that contain four RNA-binding domains of 
the RRM type (15). They are abundantly and widely 
expressed nuclear RNA-binding proteins. In addition, 
PTBP1 (Figure 1) has been shown to be involved in 
various cellular processes that affect gene expression, 
specifically alternative splicing (14-17). Furthermore, 
PTBP1 was reported to bind short RNA elements 
containing mixtures of U and C, such as UCUCU and 
UUCU (15,18-20). PTBP1 and hnRNP A1 are classified 
as hnRNP proteins. They have been implicated in 
repressing certain splicing events, thereby creating a 
layer of negative regulation. Moreover, PTBP1 has been 
recognized as a key splicing repressor in mammalian 
cells (13).
 In contrast, the paralogue protein PTBP2, or 
nPTB, is present in the nervous system and testis 
(21). The function of PTBP2 in the brain remains 
unclear, although PTBP1 has been suggested to act as 
a negative regulator of neuron-specific exons in non-
neuronal tissues (21). PTBP2 has been shown to be 

Table 1. Proteins known to regulate splicing in the nervous system

Neuronal splicing regulators

PTBP1

PTBP2 (nPTB)

Nova1

RBFox1

RBFox2

KHDRBS1

Homologues

Not applicable

Not applicable

Nova2

RBFox3

RBFox3

Not applicable

Binding motifs

UCUCU
UUCU

CUCUCU

UCAUY

UGCAUG

UGCAUG

UAAA
UUUA

Y indicates C or U; R indicates A or G; V indicates A, C, or G; H indicates A, C, or U. This table has been modified from Li Q, et al. (5).

Tissue specificity

Widespread / 
ubiquitous

Brain

Neurons

Brain, heart, neurons and 
skeletal muscle

Bra in ,  hea r t ,  neurons , 
skeletal muscle and embryo

Nucleus

Known targets

Many, including GABA, 
α-actinin, 
α-tropomyosin,
FGFR1 and 2

Many, including Bin 1,
PMCA, Mef2, Nasp,
and SRC

Many, including GABAAγ2
and GlyRα2

α-actinin, EWS, FGFR2,
fibronectin, and SRC

FGFR2, fibronectin, non-muscle
myosin LC, and SRC

SMN2

References

5,20

5,20

5,22,23

5,27,28,32

5,27,28,29,
32

31
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proteins ‒ RBFox1, RBFox2, and RBFox3 ‒ have been 
identified. RBFox1 and RBFox2 are closely related 
because they share an identical RRM domain (illustrated 
in Figure 2) (29). RBFox1 and RBFox2 are also known 
as the ataxin-2 binding protein 1 (A2BP1) and RNA-
binding motif protein 9 (RBM9), respectively. The 
latest addition to the family, RBFox3, has not been 
extensively characterized and its role is still not very 
well understood. 

5.4. KHDRBS1

KH domain-containing,  RNA binding,  s ignal 
transduction-associated 1 (KHDRBS1), previously 
known as Src-associated in mitosis 68 kDa protein 
(SAM68),  is  a  nuclear  RNA-binding protein. 
KHDRBS1 has been reported to be involved in 
numerous mRNA metabolism events, including nuclear 
export, translation, and somatodendritic transport, as 
well as splicing (30,31). KHDRBS1 belongs to the 
signal transduction and activation of RNA (STAR) 
domain protein family. KHDRBS1 possesses a GSG 
domain that binds to A- or U-rich RNA sequences, 

such as UAAA or UUUA, and forms homodimers. 
Consistent with its role in alternative splicing, 
KHDRBS1 is primarily localized in the nucleus (30,31).

6. An example of splicing regulation mediated by the 
RBFox protein family

In this section, we describe a mechanism for neuronal 
alternative splicing based on our previously published 
report (32), consistent with several others (summarized 
in Figure 3). The RBFox1 protein family functions 
as either a splicing enhancer or a repressor in the 
regulation of alternative splicing (27,33). The RBFox1 
protein family specifically binds to the (U)GCAUG 
target sequence. It functions as an exon repressor when 
the target pentanucleotide is located in the upstream 
intronic flanking (UIF) region of the regulated exon. 
In contrast, the RBFox1 protein family promotes the 
inclusion of the skipping exon (cassette exon) if the (U)
GCAUG element is located in the downstream intronic 
flanking (DIF) region. 
 As an example, in many heterologous cells, 
RBFox1 expression promotes skipping of exon 9 in the 
F1γ mini-gene by specifically binding to the GCAUG 
stretches located within the UIF region (28,33). 
Another example of RBFox-mediated regulation was 
demonstrated in the CaV1.2 L-type calcium channel 
gene, where the expression of RBFox1 and RBFox2 
repressed exon 9* through (U)GCAUG motifs in the 
intronic and exonic regions (34).
 As previously mentioned, the RBFox1 family can 
also mediate the inclusion of skipping exon (cassette 
exon) via (U)GCAUG sequences located within the DIF 
region. In the rat fibronectin gene, RBFox1 expression 
promoted the inclusion of an EIIIB exon via highly 
repeated and evolutionarily conserved (U)GCAUG 
elements in the DIF region. Additionally, several studies 
have shown that RBFox2 can positively regulate the 

Figure 1. Schematic diagrams of PTBP1 and PTBP2.  Figure 
shows comparison between (A) PTBP1 gene and (B) PTBP2 
gene structure.

Figure 2. Alternative promoters in RBFox2. Schematic 
diagrams of (A) RBFox2 isoforms and (B) RBFox2 gene 
structure. The RBFox2 gene has at least three alternative 
splicing promoters expressed in P19 cells. This figure has 
been modified from Hakim NHA, et al. (29).

Figure 3. A model for the regulation of Mef2c exon β 
alternative splicing by RBFox1. Findings from our previous 
study suggested that RBFox1, which is specifically expressed 
in the neuronal cell stage, promoted Mef2c exon β inclusion via 
the GCAUG motif (32).
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inclusion of exon 16 in the protein 4.1 R pre-mRNA 
during late erythroleukemia cell differentiation and in 
heterologous HeLa cells via conserved triple (U)GCAUG 
repeats within the DIF region (33,35,36).

7. A comprehensive analysis of alternative splicing 
and functionality in the neuronal differentiation of 
P19 cells

In order to thoroughly investigate the neural splicing 
event in the P19 mouse embryonic carcinoma cell line, 
we previously performed a GeneChip exon array study 
using total RNA purified from undifferentiated P19 cells 
(Day 0), neuronal-differentiated cells (Day 7), and cells 
from the glial cell stage (Day 10) (37). We employed 
nine filtering conditions for probe sets based on 
annotations, estimated gene expression levels, splicing 
index (SI), and detection above background (DABG) 
values, as well as alternative splicing predictions. We 
extracted 262 differentially alternatively spliced (DAS) 
candidate exons for neural splicing. Among them, 30 
exons were validated by RT-PCR. Results from RT-
PCR suggested that 87% of these exons were altered 
between undifferentiated and neuronal-differentiated 
cells. Furthermore, bioinformatics approaches, such as 
gene ontology (GO) analysis, text-mining, and pathway 
analysis, also suggested that many candidate exons 
were associated with neural events. In addition to the 
gene-level informatics analyses, we also performed 
text-mining for the alternative isoforms. This type of 
analysis is a new approach to detecting exon-level 
annotations (37).
 In order to test whether the 262 DAS exons of 
236 DAS genes were involved in neural events, GO 
analysis was performed using the Biological Process 
category. These terms were categorized into 10 groups: 
neural-related process, differentiation and development, 
signalling, post-translational regulation, transcription, 
cytoskeleton and cell adhesion, cellular transport, cell 
cycle and proliferation, apoptosis, and others. The most 
enriched category was neural-related process (20.8%), 
followed by differentiation and development (12.5%), 
cytoskeleton and cell adhesion (12.5%), and signalling 
(9.7%) (37).
 The functions (cell processes) of 151 of the 236 
DAS genes have been previously described; however, 
the remaining 85 genes were classified as unknown 
genes. Because their functions in neural cells or organs 
have been previously reported, 66 of the 151 DAS 
genes with known functions were categorized as well-
known genes in neural processes. The remaining 85 
genes were categorized as functional DAS genes 
owing to limited evidence for their neural regulatory 
roles. Our results suggested that many DAS genes 
are associated with neural events, which was also 
demonstrated by the GO analyses. Because the 66 
well-known genes have been studied in neural cells 

or organs, further studies on functional differences 
between the alternative isoforms may reveal their 
functions in non-neural cells or organs (37).
 We subsequently identified biological relationships 
between the 189 cell processes and 85 functional DAS 
genes. The analysis showed that 47 DAS genes were 
linked to these cell processes. These relationships are 
potentially important because isoforms created by 
neural splicing may have novel functions that have not 
been previously reported in neural cells. Furthermore, 
11 of the 47 genes were involved in cell cycle-related 
events, as well as in G1 and/or S phase processes (37).
 In addition, we also performed GO analysis on the 
66 genes whose functions are known in neural cells 
and tissues. Surprisingly, RNA splicing was the most 
frequent GO term for these genes. Remarkably, the 
RBFox1 homologue was among the 66 genes. The exon 
array analysis results also suggested that RBFox2 has 
one alternative exon, which was altered in neuronal 
differentiation (37).

8. Alternative splicing and disease

In certain regulators, such as RBFox2, hnRNP, and SR 
proteins, changes in the nuclear level occur frequently 
in cancer (39). Furthermore, previous studies have 
shown that a number of splicing factors, including 
SR, RBFox, and hnRNPA1 proteins, are associated 
with Alzheimer's disease (AD) (39). Technically, the 
expression is not misregulated in the disease, but in the 
patient that has the disease. On the other hand, splicing 
components (e.g., U1 snRNP) seem to be depleted from 
the nucleus, thus forming cytoplasmic aggregates (39). 
 RBFox proteins have been known to play an 
important role in brain development and function. 
Thus, the haploinsufficiency of this protein has been 
implicated in various neuropsychiatric disorders, 
including Autism spectrum disorder (ASD). Since 
RBFox proteins affect other pathways in transcription in 
addition to RNA processing, it is challenging to identify 
clinically relevant sets of splicing events. In addition, 
there are three highly related RBFox proteins expressed 
in the brain, with partially overlapping functions (39).

9. Conclusions

Alternative splicing is a major contributor to proteomic 
diversity. This mechanism allows multiple proteins to be 
generated from a single gene. In addition, the resulting 
isoforms may have different functions or activities, as 
exon combinations are altered in alternative splicing 
events. Changes in splicing patterns are influenced by 
regulatory proteins that bind to pre-mRNA and enhance 
or silence particular splicing choices. In addition, it has 
been noted that some splicing factors have been linked 
to neuronal diseases for instance AD and ASD as well 
as cancer (39).
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1. Introduction

The Ras homologues most prominently associated with 
cancers, H-, N-, and KRAS, are ubiquitously expressed 
with overlapping yet non-redundant functions (1-4). Ras 
propagates growth factor signaling, most prominently 
the MAPK mitogenic pathway (Raf/Mitogen-Activated 
Protein Kinase/ERK Kinase (MEK)/Extracellular 
signal-Regulated Kinase (ERK)) and PI3K/molecular 
target of rapamycin (mTOR) survival pathways (1,3,4). 
Constitutively active (CA) Ras mutations are highly 
transforming and tumorigenic (5). Combined, CA Ras 
mutations are associated with as high as ~30% of human 
malignancies (6). H- and NRAS mutations account for 
a substantial proportion, most prominently for HRAS 

in cervix (9%), salivary gland (15%), and urinary tract 
(11%), and for NRAS, skin (18%) and hematopoietic 
cancers (> 10%), as well as many other cancer types; the 
remainder harbor KRAS mutations (6). The molecular 
mechanisms of isotypic Ras oncogenesis are still not 
completely understood, and Ras inhibition remains an 
important anti-cancer strategy (1,3,4). 
 Ras function is modulated by its localization 
within microdomains at the plasma membrane and 
putatively at internal membranes. Lipid bilayers are 
comprised of subdomains enriched in cholesterol and 
glycosphingolipids, which are referred to as lipid ordered 
domains, or lipid rafts. The fatty-acid side chains present 
in lipid ordered membranes tend to be more saturated 
than those in the surrounding membrane. Due to the 
presence of cholesterol and fatty acid saturation, a lipid 
ordered domain exhibits less fluidity than the surrounding 
plasma membrane. Lipid ordered domains are classically 
characterized by the resistance to extraction with 
nonionic detergents. Many proteins involved in cell 
signaling have been shown to be enriched within lipid 
ordered microdomains, creating signaling nodes in these 
domains. By condensing pathway components, lipid 

Summary Together H-, N- and KRAS mutations are major contributors to ~30% of all human cancers. 
Thus, Ras inhibition remains an important anti-cancer strategy. The molecular mechanisms 
of isotypic Ras oncogenesis are still not completely understood. Monopharmacological 
therapeutics have not been successful in the clinic. These disappointing outcomes have 
led to attempts to target elements downstream of Ras, mainly targeting either the 
Phosphatidylinositol 3-Kinase (PI3K) or Mitogen-Activated Protein Kinase (MAPK) 
pathways. While several such approaches are moderately effective, recent efforts have 
focused on preclinical evaluation of combination therapies to improve efficacies. This review 
will detail current understanding of the contributions of plasma membrane microdomain 
targeting of Ras to mitogenic and tumorigenic signaling and tumor progression. Moreover, 
this review will outline novel approaches to target Ras in cancers, including targeting 
schemes for new drug development, as well as putative re-purposing of drugs in current 
use to take advantage of blunting Ras signaling by interfering with Ras plasma membrane 
microdomain targeting and retention.
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rafts may promote signal transduction by responding to 
agonist stimulation causing cluster formation, therefore 
leading to downstream signal activation. Alternatively, 
lipid rafts may negatively regulate signal transduction 
by spatially segregating pathway proteins, leading to 
reduced downstream signaling (7).
 Distinctions in plasma membrane microdomain 
targeting and regulation between H-/N-/KRAS and 
related Ras paralogues are proving highly instructive 
in elucidating the mechanistic basis for Ras signaling 
in homeostasis and pathophysiology. This in turn 
provides a basis for design of new anti-Ras drugs and 
re-appropriation of existing drugs to inhibit Ras, via 
targeting the membrane microdomain localization of 
Ras. This review will outline the contributions of plasma 
membrane microdomains and Ras membrane targeting to 
Ras signaling and functional outcomes, and implications 
for anti-Ras therapies. The review will focus principally 
on HRAS, NRAS and KRAS, the isotypes most 
prominently associated with human cancers, and will 
include a discussion of the RRAS subfamily, as distinct 
membrane targeting of RRAS and the other isotypes has 
revealed important contributions of membrane targeting 
to Ras signaling, cellular function, and roles in tumor 
progression.

2. Ras GTPases

2.1. Ras subfamily 

The Ras superfamily is comprised of over 150 small 
GTPases, which can bind and hydrolyze guanine 
triphosphate (GTP). The Ras isotypes most prominently 
associated with human cancers, H-, N-, and KRAS (that 
consists of KRAS4A and KRAS4B splice variants), have 
overlapping yet nonredundant cellular functions, and 
constitutive activation of each isotype is associated with 
distinct cancer subtypes. In contrast to the H-/N-/KRAS 
subfamily, RRAS1 shares similar overall structure 
but displays different cellular functions. RRAS1 has 
limited transforming ability in cell lines, and activating 
RRAS1 mutations are at best weakly associated with 
human cancers (8). In response to growth factor receptor 
activation, Ras-specific guanine exchange factors (GEFs) 
are recruited and activated, facilitating GTP binding to 
Ras by displacing GDP. GTP-loading of Ras enacts a 
conformational change in the Ras protein, exposing the 
effector-binding domain to support effector interactions, 
leading to propagation of downstream signaling 
pathways promoting cell proliferation, differentiation, 
and survival. GTP-loading of wildtype (WT) Ras is 
reversed by the action of GTPase-Activating Proteins 
(GAPs), which increase the low intrinsic GTPase activity 
of Ras, causing GTP hydrolysis to guanine diphosphate 
(GDP), and Ras inactivation. Ras GTPases are generally 
characterized as "molecular switches" based on the 
ability to turn signaling on or off through GTP binding 

and hydrolysis (9). Multiple GAPs have been identified 
as tumor suppressors, including p120-RasGAP (RASA1) 
and neurofibromin (10,11). CA Ras mutations are 
characterized by 'locking' Ras in the GTP-bound state, 
either by inhibiting GAP sensitivity, increasing GTP 
binding affinity or other mechanisms. These Ras mutants 
are transforming when over-expressed in cells in culture, 
and drive tumor formation in animal models. Together 
activating mutations in H-, N-, and KRAS (hereafter 
referred to collectively as proto-oncogenic (WT) or 
oncogenic (CA) Ras) are associated with ~30% of all 
human tumors, and reports have shown Ras mutations 
in up to 90% of pancreatic cancers (1,3,4). Ras signal 
propagation, and hence cellular and tumorigenic effects, 
are also tightly regulated by Ras plasma membrane 
targeting and microdomain association. Although CA Ras 
is insensitive to activity modulation, spatial regulation by 
Ras microdomain targeting at the plasma membrane has 
emerged as a mechanism for modulating Ras signaling.

2.2. Ras structure

Ras proteins each comprise an effector-binding domain, 
guanine nucleotide binding domains, and C-terminal 
hypervariable region, and include regions of high and 
low sequence homology across isotypes (Figure 1). 
Crystal structures of Ras indicate that the exchange of 
guanine nucleotides GDP-to-GTP results in an allosteric 
conformational change in adjacent regions, referred 
to as "switch I" and "switch II" (12). The core effector 
binding domain is located within the switch I region, and 
is highly conserved among isotypes. Switch I is a loop 
structure which is exposed upon GTP binding, and is 
sometimes referred to as the effector loop (13). The area 
which displays the least sequence homology is located 
in the C-terminal region, named the hypervariable region 
(HVR). Within the HVR lie residues subject to distinct 
and isotype-specific post-translational modifications. 
These post-translational modifications are responsible for 
the differential membrane targeting among Ras isotypes 
(14-16) (Figure 1).

2.3. Ras membrane association driven by post-
translational lipid modifications

The C-terminal 23/24 amino acids of Ras constitute the 
HVR, the sequence of which dictates Ras isotype-specific 
post-translational modifications (17). The extreme 
C-termini contain a cysteine-aliphatic-aliphatic-X motif 
(CaaX), in which the X is usually serine, methionine, or 
glutamine. Following translation in cytosolic ribosomes, 
the Ras polypeptide is enzymatically isoprenylated with 
a 15-carbon farnesyl group by farnesyl transferase (Figure 
2). The farnesyl transferase binds Ras within the cytosol 
and attaches the lipid moiety to the cysteine residue of 
the CaaX motif (18). RRAS contains a cysteine-aliphatic-
aliphatic-Leucine (CaaL) motif (Table 1). The Leucine in 
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group via an irreversible thioether bond.
 Once Ras proteins are isoprenylated by either a 
farnesyl (H-,K-,N-, TC21) or geranylgeranyl (R-, M-) 
group the protein hydrophobicity is increased, thus 
causing higher affinity to the endoplasmic reticulum 
membrane (Figure 2). Thereafter, the CaaX or CaaL 
sequence targets Ras to the cytosolic surface of 
the endoplasmic reticulum where Ras and a-factor 
converting enzyme (Rce1), proteolytically removes 
the –aaX tripeptide (20). Next, the newly C-terminal 
prenylcysteine is targeted by isoprenylcysteine carboxyl 
methyltransferase (Icmt), which methyl-esterifies the α 
carboxyl group (21). Covalently linked lipid moieties 
have been shown to account for specific GEF activation. 
For example, Ras-GRF1 and Ras-GRF2 can activate 
HRAS, while Ras-GRF2 is unable to activate RRAS 
specifically because of the geranylgeranyl attachment 
(22,23).
 The isoprenylated Ras proteins weakly bind 
endomembranes, yet a second motif within the 
hypervariable region strengthens membrane interaction 
and supports subsequent Ras trafficking. One common 
secondary motif is the reversible addition of a 16 carbon 
palmitate group (24). Palmitoyl groups are added to 
H-, N-, R-, and splice variant K(A)RAS. The more 
physiologically predominant splice variant K(B)RAS 
(hereafter referred to as KRAS) contains a polylysine 
sequence which allows an electrostatic interaction 
with the acidic headgroups of lipid bilayers (Table 
1). KRAS traffics to the plasma membrane through a 
poorly understood route which is Golgi-independent 
(25,26). N- and K-(A)RAS are monopalmitoylated and 
thus require a third HVR motif for plasma membrane 
association, which consists of a stretch of hydrophobic 
residues (27). Proto-oncogenic Ras palmitoylation 
(H-, N-, K(A)-RAS) is carried out by a heterodimeric 
complex consisting of Palmitoyltransferase ZDHHC9 
(DHHC9) and Golgin subfamily A member 7 (GCP16) 
(28). DHHC9 is one member of a family of DHHC-
motif-containing protein S-acyltransferases (PATs) (28). 
Alternatively, the precise function of GCP16 is unclear. 
GCP16 is required for the heterodimeric complex 
localization, and plays a role in DHHC9 protein stability 
(29). Another DHHC family member, DHHC19, is 
responsible for palmitate transfer to RRAS, but not H-, 
N-, or K-(4A)RAS (30). Palmitoylated Ras proteins are 
mainly targeted to recycling endosomes, which function 
as a shuttle along the post-Golgi exocytic pathway to 
the plasma membrane. HRAS is palmitoylated on two 

the CaaL motif drives covalent addition of a 20-carbon 
geranylgeranyl lipid group to the cysteine residue via 
geranylgeranyl transferase (19). Both farnesyl transferase 
and geranylgeranyl transferase attach the respective lipid 

Table 1. Ras Lipid Modifications

Ras isoform

HRAS
NRAS
KRAS4A
KRAS4B
RRAS1

C-Terminal prenylation motif

CaaX
CaaX
CaaX
CaaX
CaaL

Isoprenylation

Farnesyl
Farnesyl
Farnesyl
Farnesyl
Geranylgeranyl

Secondary Lipid Binding Motif

Palmitoylation
Palmitoylation, Hydrophobic Residues
Palmitoylation, Hydrophobic Residues
Electrostatic interaction
Palmitoylation

Palmitoylation

2 sites
1 site
1 site
None
1 site

Figure 1. Primary structure alignment of proto-oncogenic 
RAS subfamily and RRAS1. Green: Unique RRAS 
N-terminal extension. Pink: Core effector binding domain. 
Yellow: "switch I" and "switch II" guanine nucleotide-binding 
region. Cyan: membrane targeting domain. The underlined 
amino acids indicate the hypervariable region (HVR). 
Asterisk (*): conserved amino acids.

Figure 2. Post-Translational Modifications of Ras and 
plasma membrane targeting. Ras proteins are translated by 
cytosolic ribosomes, which are subsequently isoprenylated at 
the Cysteine of the CaaX consensus sequence. Isoprenylation 
increases affinity for the endoplasmic reticulum, where the 
protein undergoes further modification. RceI proteolytically 
cleaves the –aaX tripeptide, then Icmt carboxy-methylates the 
newly prenylated Cysteine. Most Ras proteins also require 
palmitoylation, catalyzed by the DHHC family of isoprenyl 
transferases, to leave the Golgi and traffic properly to the 
plasma membrane. Different Ras isoforms laterally segregate 
at the plasma membrane, to propagate downstream signaling. 
Upon depalmitoylation, Ras cycles back to the Golgi, where it 
is capable of being palmitoylated many times during the half-
life of the protein.
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Cysteine residues, while NRAS is palmitoylated at one 
site (Table 1). Palmitoylation is required for shuttling 
of Ras to recycling endosomes, and the lack of proper 
palmitoylation leads to Ras mis-localization (16). In 
addition to H-, N-, and KRAS4A, RRAS also requires 
palmitoylation to exit from the Golgi, and to traffic 
anterograde via vesicles to the plasma membrane (31). 
 Palmitate groups are attached via a reversible 
thioester bond. This reversible addition of a lipid moiety 
allows for spatio-temporal regulation of Ras proteins. 
Depalmitoylating enzymes, such as acyl protein 
thioesterase I (AptI) or FKBP12, cleave the thioester 
bond between the Cysteine residue and the palmitate. 
Palmitate removal reduces the Ras protein's affinity for 
the plasma membrane, which triggers recycling back to 
the Golgi where Ras can be palmitoylated. This cycle 
can be repeated multiple times during the half-life of the 
protein (32-34).

3. Plasma membrane targeting of Ras

Localization of Ras proteins within the plane of the 
plasma membrane appears to be more dynamic than 
originally believed (35-37). Biochemical and electron 
microscopy studies suggest that approximately 50% of the 
inactive form of HRAS (GDP bound) is localized to lipid 
ordered domains, while activated HRAS (GTP bound) 
exits lipid ordered domains and preferentially resides in 
the lipid disordered membrane(38,39). Recently, semi-
atomic in silico simulations provided evidence indicating 
that GTP-bound HRAS is localized to the border between 
the lipid ordered/lipid disordered domains (40). Such 
evidence provides a handy explanation for GTP-HRAS 
being observed enriched in both fractions, as gradient 
sedimentation techniques reveal bulk distributions and 
a microdomain "split" in GTP-HRAS likely supports its 
targeting to the microdomain borders. Similarly, inactive 
(GDP bound) NRAS is found in both lipid ordered and 
lipid disordered membranes. Atomic force microscopy 
has shown GTP-bound activated NRAS is also likely 
shuttled to the lipid ordered/lipid disordered boundary, 
where it may help reduce line tension at the phase 
boundary (41,42). However, NRAS PM microdomain 
localization is more controversial, as fluorescence 
recovery after photobleaching (FRAP) studies indicated 
that GTP-bound NRAS reside within lipid rafts (36,43). 
KRAS is targeted to the lipid disordered subdomain, 
regardless of activity state, directly from the endoplasmic 
reticulum without modification from the Golgi. Despite 
the electrostatic force generating the association with 
the plasma membrane, approximately 85% of KRAS 
is found to localize within the lipid disordered domain. 
Importantly, KRAS propagates signals from the lipid 
disordered membrane that is spatially distinct from 
HRAS (37,44). Collectively, the farnesyl lipid moiety 
appears to preferentially localize Ras proteins to the lipid 
disordered domain, while the palmitate group prefers 

the lipid ordered domain. This trend accounts for similar 
targeting of H- and NRAS to the lipid raft border, and for 
the nonpalmitoylated KRAS to preferentially propagate 
signals from the lipid disordered domain. RRAS is 
geranylgeranylated and palmitoylated (not farnesylated), 
and in line with the apparent role of Ras lipidation in 
microdomain targeting, RRAS localizes to lipid ordered 
microdomains in both active and inactive states, i.e., 
RRAS does not shuttle to the lipid ordered/disordered 
domain border upon GTP binding (40,45) (Figure 2).
 The processes which regulate Ras localization 
to distinct microdomains at the plasma membrane 
and lateral movement are incompletely understood. 
However, recent reports indicate that Galectin proteins 
play a critical role. Galectin over-expression has 
been observed in several tumor types, and has been 
associated with tumor progression (46). Galectins are 
a family of carbohydrate-binding proteins, with high 
affinity for β-galactosides. GTP-bound HRAS has been 
demonstrated to selectively bind Galectin-1 (Gal-1), and 
GTP-bound KRAS selectively binds Galectin-3 (Gal-3)
(47,48). While Gal-3 does not directly bind to NRAS, 
increased Gal-3 expression simultaneously increases 
KRAS signaling while decreasing NRAS activation (49). 
This is due to an interaction of the N-terminus of Gal-3 
with Ras exchange factor, RasGRP4, which diminishes 
NRAS GTP loading (50). At the time of this publication, 
there are no reports of a Galectin protein that selectively 
interacts with NRAS. 
 In the case of HRAS, Gal-1 contains a prenyl-binding 
pocket, which interacts with the farnesyl group in GTP-
HRAS, independent of lectin function. This interaction 
is thought to alter the orientation of the HRAS globular 
domain with respect to the plasma membrane, and 
thereby regulate lateral segregation of HRAS and 
promote MAPK signaling (47,51). Indeed, ectopic Gal-
1 over-expression or suppression increases or abrogates 
GTP-bound HRAS nanoclustering, respectively (52). 
Thus, upon GTP-loading, the conformational shift 
of Ras promotes affinity for Galectin binding, which 
subsequently allows lateral movement at the plasma 
membrane, allowing for distinct signaling platforms (51).

4. Ras signaling (H, K, N)

Ras can be activated in response to a diverse array of 
upstream extracellular signals such as growth factors, 
cytokines, hormones and neurotransmitters which 
stimulate cell surface receptors that include receptor 
tyrosine kinases (RTKs), non-receptor tyrosine kinase-
associated receptors, and G protein- coupled receptors 
(GPCRs) (53,54) (Figure 3). 
 Perhaps the most studied pathway of Ras activation 
involves the mitogen-stimulated RTK epidermal growth 
factor (EGF) receptor (EGFR) (54,55). Upon stimulation, 
EGFR dimerizes and undergoes autophosphorylation 
of tyrosine residues in its cytoplasmic domain. These 
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phosphorylation events enable binding for adaptor 
proteins such as Shc and/or Grb2 via Src homology 2 
(SH2) or phosphotyrosine binding (PTB) domains (56). 
The tri-complex Shc/Grb2/SOS has been implicated 
as the major pathway for EGF stimulation of Ras (57). 
Upon interaction with the activated RTK, Shc becomes 
autophosphorylated which creates recognition sites 
for the SH2 domain of Grb2. Grb2 is stably associated 
with son of sevenless (SOS), a Ras GEF. Thus, the Shc/
Grb2/SOS or Grb2/SOS complex translocation to the 
plasma membrane mediates an increase in GTP-bound, 
active Ras (58,59). Shc, Grb2 and SOS provide the link 
between many types of activated cell surface receptors 
and Ras (60). Another receptor which activates Ras 
proteins is the Tyrosine Kinase Receptor-A (TrkA), 
which is stimulated by the neurotrophic factor nerve 
growth factor (NGF) (61). Once activated, Ras activates 
downstream signal cascades (Figure 3).

4.1. Raf/MAPKinase pathway

The mitogen-activated protein kinase (MAPK) pathway 
plays a key role in many physiological responses such 
as cell proliferation, apoptosis, and differentiation. 
GTP binding and effector loop exposure in Ras creates 
a docking site for a high affinity interaction with Raf 
kinases, which is reversed upon Ras inactivation (62,63). 
The Ras-Raf complex translocates the cytoplasmic Raf 
to the plasma membrane, which supports activation of 
Raf through a complex and incompletely understood 
mechanism (Figure 4) (64). Thus, Raf activation by Ras 
is a function of the ability of Ras to recruit Raf to the 

plasma membrane where it can be phosphorylated by 
cognate kinases and not by direct action of Ras itself 
(Ras lacks a kinase domain and kinase activity); this is 
supported by constitutive Raf activation by direct fusion 
of a CaaX sequence to the Raf C-terminus (65,66). 
Once activated, Raf phosphorylates MEK1 and MEK2 
proteins at residues Ser218 and Ser222, thus propagating 
the mitogenic signal (67). Raf directly associates and 
activates MEK through its C-terminal catalytic domain 
(68). Activated MEK 1 and 2 are dual-specificity kinases 
which phosphorylate tandem residues in the TEY motif 
in their substrates, the Extracellular Signal Regulated 
Kinases 1 and 2 (ERK1 and ERK 2, also denoted as 
p44MAPK (ERK1) and p42MAPK (ERK2)) at Thr202/
Tyr204 and Thr185/Tyr187, respectively, allowing for 
a conformational shift and full enzymatic activation 
(Figure 4) (69). Scaffold proteins, such as protein 
Kinase suppressor of Ras (KSR), help aid in the MAPK 
signaling by coordinating the assembly of a Raf-MEK-
ERK complex (70).
 Upon activation, ERK 1/2 can translocate to the 
nucleus where it phosphorylates and activates multiple 
transcription factors such as Elk-1, c-Ets-1, and c-Ets-2, 
c-Myc, c-Jun, and c-Fos (Figure 4) (71,72). ERK also 
has the ability to activate cytoplasmic kinases, such as 
p90 RSK1, MAP kinase-interacting kinase 1 (MNK1), 
and 2 (MNK2) (73-75). P90RSK can translocate to the 
nucleus and potentiate transcription via the activation of 
the transcription factor cyclic AMP-responsive element-
binding protein (CREB) (76,77). MNK proteins may 
modulate translation by binding and phosphorylating 
eukaryotic translation initiation factor 4E (eIF4E), which 

Figure 3. Overview of Ras Signaling Pathways. Ras is 
activated in response to a variety of extracellular stimuli, which 
facilitate localization of guanine nucleotide exchange factors 
(GEFs) to catalyze the replacement of GDP for GTP. Upon 
GTP-loading (activation) Ras functions like a molecular switch, 
propagating a variety of downstream signal cascades leading to 
proliferation, differentiation, altered gene expression, and other 
biological processes. The intrinsic ability of RAS to hydrolyze 
GTP to GDP + Pi is catalyzed by a large family of GTPase 
activating proteins (GAPs) including p120, which effectively 
turns off Ras signaling

Figure 4. Overview of mitogen activated protein kinase 
(MAPK) signaling pathway. Upon activation, Ras binds 
and translocates Raf to the plasma membrane. Activation 
of Raf subsequently starts a signal cascade which leads to 
MEK and ERK activation. Activated ERK can translocate 
to the nucleus and alter transcription, or phosphorylate other 
cytosolic proteins which push the cell towards proliferation 
and differentiation.  Downstream ERK has been shown to 
turn off signaling by negatively regulating MEK. In addition, 
both RSK and ERK can phosphorylate Ras-GEF SOS, which 
destabilizes its interaction with the RTK and terminates 
signaling.
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is a component of the translation initiation machinery 
(78). The various transcription factors regulated by 
ERK or RSK regulate gene expression to induce cellular 
phenotypes including cell proliferation, apoptosis, and 
differentiation (Figure 4). 

4.2. PI3Kinase pathway

Another well-characterized pathway of Ras signaling 
involves phosphatidylinositol 3-kinases (PI3Ks), which 
play important roles in cell growth, adhesion, survival, 
motility, and transformation (79,80). The PI3Ks are 
heterodimeric lipid kinases with a catalytic and an 
adaptor/regulatory subunit, encoded by separate genes 
and subject to alternative splicing to generate multiple 
subtypes. The PI3K family of enzymes are organized 
into three main classes (class I, II, and III), and various 
subgroups have been categorized based on their primary 
structure, substrate specificity, and regulation (81). Class 
I PI3K is perhaps the best characterized family, and 
most clearly implicated in human cancer. The catalytic 
subunits for the class I PI3Ks are p110α, p110β, p110γ, 
and p110δ (82,83). The p110 subunits are divided into 
two classes; one which binds a p85 regulatory subunit 
(class IA: p110α, p110β, and p110δ) and the other which 
does not (class IB-p110γ). The regulatory p85 subunit 
serves a dual role by protecting p110 from degradation 
while inhibiting enzymatic activity. However, once 
RTKs become stimulated, p85 PI3K mediates p110 
translocation to the plasma membrane, relocating the 
heterodimer to propagate downstream signaling (84,85).
 PI3K activation can occur in multiple ways, which 
begin with extracellular activation of RTKs. One 
method of PI3K activation is by the regulatory p85 
subunit directly binding to phosphorylated YXXM 
motifs (consisting of a Tyrosine-X-X-Methionine, 
where X denotes any residue) within the RTK, which 
triggers the P110 subunit to be catalytically active. A 
second form of activation has been characterized by 
the scaffolding protein Gab1, which binds regulatory 
p85 PI3K and associates with the EGF receptor both 
directly and indirectly through adaptor protein Grb2. 
Gab1 is recruited to the plasma membrane in response 
to EGFR activation, that is eventually turned off by 
conversion of Phosphatidylinositol (3,4,5)-triphosphate 
(PIP3) to Phosphatidylinositol 4,5-bisphosphate (PIP2) by 
Phosphatase and tensin homolog (PTEN), which triggers 
Gab1 dissociation from the plasma membrane (86). 
Finally, a third method of PI3K activation is through Ras 
(Figure 5). Adaptor protein Grb2 creates a cascade by 
binding and activating the Ras GEF SOS, thus activating 
downstream Ras and p110. Ras binds the catalytic p110 
subunit of PI3K in a GTP-dependent manner which 
can stimulate PI3-kinase activity independently of p85 
(87,88). Moreover, Grb2 can exist in complex with SOS, 
Gab1, and Ras which would bring these various PI3K 
activators in close proximity (89). It is unclear which of 

these pathways predominates in physiological situations; 
however there is evidence that RTK activation of the 
p85 subunit and Ras activation of the p110 subunit 
are complementary, and synergistically activates the 
pathway (90).
 Upon activation, PI3K generates PIP3 from PIP2 by 
phosphorylation. PIP3 then acts as a second messenger 
facilitating downstream signaling, by recruiting proteins 
that contain a pleckstrin homology (PH) domain to the 
plasma membrane. PI3K activation and subsequent 
production of PIP3 propagate various downstream 
pathways that regulate a number of cellular functions 
including those involved in tumor development and 
progression (Figure 5) (91). PTEN dephosphorylates 
PIP3 to PIP2, resulting in release of PH proteins and 
curtailing PI3K signaling (92).
 One particularly significant downstream signaling 
cascade is the recruitment and activation of Akt/
Protein Kinase B (PKB) (Figure 5). Akt activation is a 
multistep process in which residues Thr308 and Ser473 
become phosphorylated. Initially, 3-Phosphoinositide-
dependent protein kinase-1 (PDK1) and Akt are recruited 
to the plasma membrane in a PIP3-dependent manner. 
Experimentally, PDK1 has been shown to phosphorylate 
Akt at Thr308, while the kinase for Ser473 has remained 
subject to controversy. Mammalian target of rapamycin 
(mTOR) in complex with GβL and Rictor (which is 
collectively referred to as mTORC2) is the kinase 
currently thought to be responsible for phosphorylating 
Ser473 (93-95). Akt promotes cell survival via negative 
regulation of numerous pro-apoptotic family members. 

Figure 5. Overview of Ras/phosphatidylinositol-3 kinase 
(PI3K) signaling pathways. Upon activation, Ras can 
activate the p110 catalytic subunit of PI3K, which is a lipid 
kinase that phosphorylates PIP2 to generate PIP3. PIP3 
recruits proteins that harbor a PH domain, such as Akt. Akt 
pushes the cell toward survival by negatively regulating a 
multitude of pro-apoptotic proteins such as BAX or BAD. 
Akt also inhibits the Rheb GAP protein TSC2. An increase 
in active Rheb leads to mTORC1 activation, which regulates 
multiple proteins that results in increased protein translation. 
PTEN dephosphorylates PIP3 back to PIP2, and effectively 
shuts off PI3K signaling.
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For example, Akt can phosphorylate Bcl-2 family 
members BAD and BAX, rendering them inactive (96,97) 
(Figure 5). 
 Another important downstream signaling protein of 
Akt is mTOR in a complex with GβL and Raptor (named 
mTORC1). This is a multi-step signaling pathway which 
begins with Akt phosphorylating tuberous sclerosis 2 
(TSC2). TSC2 is GAP protein for GTPase Ras homolog 
enriched in brain (Rheb), which predominately forms 
a heterodimeric pair with tuberous sclerosis 1 (TSC1). 
Upon phosphorylation the TSC1/TSC2 complex 
becomes destabilized, thereafter inhibiting GAP activity 
for Rheb (98). This event relieves a negative regulatory 
affect, allowing Rheb to activate the mTORC1 complex 
(99,100). The mTORC1 complex phosphorylates S6 
Kinase 1 (S6K1) and 4E-BP1, which play a role in 
the regulation of cell growth and proliferation (101). 
Downstream S6K1 activation ultimately forms a negative 
feedback loop by inhibiting insulin receptor-substrate 
function, thus decreasing PI3K activation (102,103).

4.3. RalGEF pathway

Another well-studied Ras effector is the RalGEF family 
of proteins, which comprises 4 members; RalGDS, RGL, 
RGL2/Rlf and RGL3, each of which can interact with 
members of the Ras family (104-107). All the RalGEF 
family members share a common structure, and display 
the highest sequence homology in three critical domains: 
a CDC25 homology domain, Ras Exchange Motif 
(REM) domain, and a C-terminal RBD (Figure 6) (108). 
RalGEFs act as a guanine exchange factor for Ral, by 
stimulating the GDP/GTP exchange. The GEF properties 

come from the CDC25 homology domain. In vitro studies 
show that the CDC25 homology domain is sufficient for 
RalGDS catalytic activity, while in vivo studies show the 
requirement for the upstream REM domain (108,109). 
The N-terminal region of RalGDS (potentially a portion 
of the REM domain) has been reported to associate with 
the catalytic domain and thus blocks GEF activity which 
may be regulated by phosphorylation by Protein Kinase 
C (PKC) (110,111).
 Upon the interaction of activated Ras and RalGEF, 
the complex is translocated to the plasma membrane 
where further downstream signaling occurs (Figure 6). 
Importantly, RalGEFs do not undergo a conformational 
shift, rather the complex functions by allowing access 
of the RalGEF with Ral at the membrane (112,113). 
However, the contributions of Ras plasma membrane 
microdomains to Ras/Ral signaling remain poorly 
understood. Once Ral is activated in a RalGEF-dependent 
manner, it subsequently interacts with numerous 
effectors such as; Sec5, Filamin, RalBP1, and ZONAB, 
and likely other proteins yet to be identified. Through 
these interactions, Ral proteins regulate endocytosis, 
exocytosis, actin organization, and control of gene 
expression (Figure 6) (114-116). Within the literature 
there is currently debate on the role of RalGEFs in Ras-
mediated transformation. Although initial studies in mice 
had indicated a relatively minor role for RalGEFs in Ras-
mediated transformation, following studies indicated 
a crucial role of RalGEFs in promoting Ras-mediated 
transformation and tumorigenic growth of human cells. 
This difference may be in part because of potential 
variation in mice and human Ras-transformation, which 
could have some distinctive underlying mechanisms. In 

Figure 6. Overview of Ral-guanine exchange factor (Ral GEF) signaling pathway. Upon activation, Ras can bind RalGEFs 
via a RBD, which triggers translocation of the protein complex to the plasma membrane. At the membrane, the RalGEF 
encounters Ral, leading towards nucleotide exchange and downstream signaling. In vitro the RalGEF protein only requires a 
CDC25 homology domain for catalytic activity, while in vivo studies demonstrate that the upstream REM domain is needed. 
Activation of Ral alters gene expression, and regulates endocytosis/exocytosis.
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addition, studies which reduce RalGEF function show 
a diminished effect on cell transformation (117-119). 
RalGDS null mice are viable; however, histological 
analysis has indicated that proper RalGDS signaling is 
required for normal apoptosis of papillomas in response 
to mitogenic signals (120) (Figure 6).
 Ras-mediated PI3K activation has been shown 
to increase the GEF activity of RalGDS. EGF-
mediated activation of PI3K promotes the association 
of the N-terminus of the PDK1 with the N-terminus 
of RalGDS. Currently it is not known whether the 
N-terminal domains directly interact or if a scaffold 
protein links them. The PDK1-RalGDS interaction 
relieves the auto-inhibition of RalGDS, which does not 
require the catalytic domain of PDK1 (111). Collectively, 
after Ras-dependent movement of RalGDS to the 
membrane, PDK1 (activated via Ras/PI3K/PIP3/PDK1 
pathway) is within proximity to associate by some 
unknown mechanism, which enhances RalGEF catalytic 
activity. 

4.4. PI3Kinase and MAPK pathway cross-talk

The PI3K and MAPK pathways interact in numerous 
ways, which may both negatively and positively regulate 
downstream cellular responses (121). For example, 
Akt activated by the PI3K pathway has an ability to 
directly bind and phosphorylate Raf (at Ser259). The 
phosphorylation of Ser259 negatively regulates the 
MAPK pathway. The Akt-mediated phosphorylation of 
Raf allows for the binding partner 14-3-3 to inhibit Raf, 
and this interaction may shift the cellular response of 
breast tumor tissue from cell cycle arrest to proliferation 
through an incompletely understood feedback 
mechanism (122). Alternatively, in cultured mouse 
fibroblasts, constitutive Raf-MEK1 signaling leads to 
a negative feedback loop of Ras and PI3K signaling, 
causing Akt inhibition through Ephrin receptor Eph2A. 
The Ras-PI3K inhibition from Raf-MEK1 activation is 
necessary for Ras-induced cell cycle arrest (123). The 
PI3K pathway also activates PAK, which is involved 
in cytoskeletal dynamics. PAK is regulated by the Rho 
family of GTPases, and capable of phosphorylating Raf 
(124). This PAK1 dependent phosphorylation of Raf1 
may regulate Raf localization to the mitochondria (125).
 Signals from the MAPK and PI3K pathways have 
also been shown to converge on common downstream 
proteins or act synergistically. The mTORC1 complex 
functions as a point of convergence from multiple 
signaling networks, and aberrant signaling has been 
implicated in pathologies including cancer. mTOR 
is activated downstream of PI3K/Akt; PI3K is a 
major effector of activated Ras oncogenes. However, 
mTORC1 is also subject to Akt-independent activation 
of mTORC1 signaling; e.g., mTOR is activated by 
mitogenic signaling through activation of the Ras/
MEK/ERK pathway. The PI3K/Akt or Ras/MEK/ERK 

pathways induce phosphorylation of distinct residues in 
the mTORC1 negative regulator, TSC2, each resulting 
in activation of the mTORC1 complex (126). Both 
PI3K/Akt and MAPK/ERK are able to inactivate the 
proapoptotic protein BAD (127). In addition, Raf-
MAPK signaling in epithelial cells strongly induces 
transcription of autocrine expression of EGF-like growth 
factors, such as HB-EGF, TGFα, and amphiregulin. This 
autocrine signaling can be a potent inducer of Ras and 
PI3K, and is implicated in protection of the cells from 
apoptosis in response to extracellular matrix (ECM) 
detachment (128) (Figure 7).

5. Plasma membrane microdomains and Ras function

Lateral separation at the plasma membrane dictates Ras-
isotype specific signaling. Activated HRAS signals from 
the lipid disordered membrane, which has been shown 
to be necessary for efficient activation of downstream 
effector Raf (38,129,130). Alternatively, activated RRAS 
resides within lipid ordered membranes. Initial reports 
using yeast two-hybrid screening showed RRAS could 
directly bind Raf-1 (131). However, subsequent studies 
show RRAS does not active the MAPK pathway in 
cells, suggesting a spatial regulation affecting these 
differences in HRAS and RRAS signaling (Figure 8) 
(132). Our group recently exploited distinct membrane 
microdomain targeting of RRAS and HRAS, by 
swapping the C-terminal targeting domains and stably 
expressing these Ras variants in non-transformed 
cells, to explore the contributions of this feature to 
HRAS signaling, stimulation of proliferation, and 
tumorigenic potential. Earlier studies had shown that 
HRAS harboring the RRAS targeting domain (which 
we refer to as tR), displayed RRAS-like regulation of 
integrin activation (another Ras function not discussed 
in detail here), indicating adoption of an RRAS function 

Figure 7. MAPK/PI3K cross-talk in Ras signaling. The 
Raf/ERK pathway is highlighted in green, and PI3K/mTOR 
pathways in red and blue.
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by HRAS mediated solely by exchange of the plasma 
membrane targeting domain (22,45). We found that the 
targeting domain (tD) swaps resulted in isotypic switches 
in Ras mitogenic signaling through the Raf pathway: 
HRAS harboring the RRAS tD (HRAS-tR) lost the 
ability to bind and activate Raf, stimulate MEK and ERK 
activation, and to promote cell proliferation as well as 
transformation, whereas the converse swap in RRAS, 
RRAS-tH, showed a gain of all these functions (39). 
However, HRAS-tR retained the ability to activate PI3K, 
whereas RRAS showed only weak PI3K activation 
regardless of the associated tD. We proposed a model for 
regulation of Ras isotypic signaling by lateral segregation 
in membrane microdomains, outlined in Figure 8. In 
this model, Ras localized to the lipid ordered/disordered 
border (e.g., with tH), gains access to Raf interaction, 
supporting propagation of the MAPK pathway, and 
mitogenesis, and transforming Ras outcomes in the case 
of CA Ras (39). Thus, targeting to the lipid ordered/
disordered membrane border is sufficient for a Ras 
protein to recruit Raf and propagate the associated 
signaling and functional effects.

6. Targeting Ras in cancer

There have been a variety of approaches taken to combat 
Ras oncogenic signaling. The most straightforward 
approach would be to directly target Ras, though this 
has proven to be challenging (133), in part because Ras 
binds GTP with an affinity in the picomolar range (134). 
Identification of small molecules which bind with high 
affinity to the surface of Ras proteins has been difficult 
due to the globular domain of Ras, which does not 
have an easily accessible active site or pocket, and Ras 

was once thought of as 'undruggable' (135,136). Few 
screened inhibitors have shown promising efficacy past 
pilot in vitro experiments (136-138). Targeting plasma 
membrane microdomain localization of H-/N-RAS as 
well as KRAS holds promise as an alternative approach 
to interfere with CA Ras signaling and effects.

6.1. Development of Ras inhibitors and current anti-Ras 
modalities

Given the difficulties in targeting Ras directly, some 
initial efforts focused on intervention of Ras signaling 
through blocking post-translational modification. 
Therapeut ics  des igned  to  in te r fere  wi th  Ras 
prenylation can be divided into at least two groups. 
One strategy is development of peptidomimetics that 
compete with unmodified Ras for farnesyltransferase. 
Another would be nonpeptidomimetics, such as 
farnesylpyrophosphate (FPP) analogs, which compete 
for binding to the farnesyltransferase protein (139-
141). Collectively, small molecule inhibitors which 
inactivate the enzymatic function of farnesyltransferase 
are labeled FTIs (farnesyltransferase inhibitors). 
Treatment with FTIs (such as SCH 66336) inhibit 
cell growth in a variety of cancer cell lines when 
treated in vitro and in vivo tumor xenografts (142). 
Subsequently, many studies focused on the effect of 
FTIs on HRAS, showing great efficacy in disrupting 
membrane association, and blunting colony formation 
in soft agar (143,144). Despite a wealth of data 
showing blunted cancer growth using various in vitro 
systems, clinical trials using FTIs alone have had 
disappointingly poor outcomes (142,145,146). Further 
investigation revealed that cells treated with FTIs can 
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Figure 8. The C-termini modulate Ras signaling by targeting HRAS and RRAS to different membrane microdomains. 
The lipid ordered membrane (rafts) are distinct microdomains which have increased concentrations of cholesterol and 
glycosphingolipids. Ras isoforms are laterally segregated at the plasma membrane depending upon the post-translational 
modifications dictated by the HVR. Shown are the locations in which each isoform signals from upon GTP-loading. The location 
specific signaling of HRAS has been shown to be necessary for efficient activation of downstream effector Raf, while PI3K 
activation can occur along the entire membrane.
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yield alternatively prenylated mutant KRAS or NRAS, 
by attachment of a geranylgeranyl group (147,148). 
This led to a new approach for developing a class of 
inhibitors for Geranylgeranyltransferase (GGTIs), 
though monotherapy or in conjunction with FTIs are 
not effective due to toxicity issues (149). A class of 
inhibitors targeting both farnesyltransferase (FTase) and 
geranylgeranyltransferase (GGTase) (such as L-778, 
123) were developed and failed to make it through 
phase I clinical trials. Despite dual inhibition, similar 
to treatment with FTIs, Ras activity was not inhibited 
(150).
 Another strategy for targeting Ras in cancer has 
been through inhibition of effector pathways directly 
downstream of Ras. Efforts have largely focused on 
either the MAPK or PI3K pathways. Sorafenib was 
the first Raf inhibitor to be approved by the US Food 
and Drug Administration (FDA) for treatment of 
carcinomas (151,152), though its effects appear largely 
due to inhibition of tumor angiogenesis (153). However, 
tumors bearing B-Raf activating mutations (such as the 
most common V600E) do not benefit from treatment 
with sorafenib, due to the reduced affinity from change 
in tertiary structure (154). This finding facilitated the 
development for inhibitors targeting CA B-Raf, such as 
Vemurafenib (PLX4032), which is an ATP-competitive 
inhibitor of B-Raf V600E (155). While successfully 
inhibiting the mutant Raf, the therapeutic enhances 
dimer formation and transactivation of the nonmutant 
Raf dimer, subsequently causing a paradoxical increase 
in signaling (156). Only recently has a new generation 
of Raf inhibitor has become available, so called 
'paradox-breaking' Raf inhibitors. This presents an 
exciting new avenue, which is expected to make its way 
to clinical trials within the next few years (157). 
  Increased activity in PI3K signaling is commonly 
seen in cancer, and p110α is critical for Ras-driven 
tumorigenesis (121,158). Interestingly, Ras and 
p110α activating mutations are seen together in some 
cancers, such as colorectal cancer (159-161). Quite a 
few therapeutic agents have been developed to target 
proteins along this axis which are currently under 
clinical evaluation. The mTORC1 complex is targeted 
by Rapamycin analogs, everolimus and temsirolimus, 
which were the first therapeutics of their kind to be 
FDA approved to treat cancer (162,163). Rapamycin 
potently inhibits mTOR, and is FDA approved for its 
immunosuppressant properties, and more recently to 
treat lymphangioleiomyomatosis (LAM) (164,165). 
Other developed inhibitors currently in clinical trials 
include targeting of either specific class I PI3-kinase 
isoforms, or so-called 'pan-PI3K' inhibitors (166-
168). Despite some preclinical promise, using PI3K-
pathway drugs as a monotherapy often leads to acquired 
resistance (168-170). 
 Often single-pathway inhibitors will induce 
feedback to the opposite pathway (see PI3K and 

MAPK pathway cross-talk). As such, the lack of in vivo 
efficacy in targeting either the MAPK or PI3K pathway 
independently has driven the idea of combinatorial 
therapies. Studies utilizing in vitro systems or animal 
models which use treatments blocking both pathways 
have shown some preclinical success, which increases 
enthusiasm for potential clinical success (170-172). 

6.2. Targeting Ras and Ras tumor growth with membrane 
microdomain-targeting drugs

6.2.1. HRAS-induced tumor growth regulated by plasma 
membrane microdomains

Based on our model, we predicted that cells stably 
expressing RRAS-tH would drive tumor progression in 
mice similar to HRAS cells, due to adoption of HRAS-
like signaling by RRAS as a result of tH-directed 
targeting. We also predicted that HRAS-tR cells would 
show converse effects, with loss of tumorigenicity 
on a CA HRAS background by tR-mediated lipid raft 
sequestration. Surprisingly, both HRAS and HRAS-tR 
cells yielded robust tumor growth in orthotopic models, 
yielding tumors up to 2500 mm3, whereas RRAS-tH 
cells formed small tumors but they did not progress to 
volumes > ~50-100mm3. This was an unexpected result, 
as we anticipated that tumor promotion by HRAS-tR 
would be attenuated compared with HRAS. Inhibition 
of MEK resulted in ~70% attenuation of tumor growth 
by HRAS cells, but had no effect on HRAS-tR tumor 
growth. However, blockade of PI3K using LY294002 
substantially inhibited growth of both HRAS and 
HRAS-tR tumors (39). Thus, MAPK and PI3K 
signaling contribute to HRAS-driven proliferation, 
transformation and tumor progression, and PI3K 
activation is a major pathway driving tumor progression 
by lipid raft-sequestered HRAS, which is deficient in 
MAPK signaling.
 We investigated whether mTORC1 pathways 
represented a point of convergence for HRAS signaling, 
by monitoring phosphorylation of S6 by S6 kinase, a 
downstream mTORC1 effector. HRAS induced robust 
S6 phosphorylation (pS6) at Serine 240/244 in low 
serum, and PI3K inhibition ablated HRAS-induced pS6, 
as expected. However, MEK inhibition also diminished 
pS6. Interestingly, HRAS-tR stable cells, in which 
HRAS-induced phospho-ERK (pERK) is inhibited, also 
showed attenuated pS6 in low serum, comparable to 
MEK-inhibited HRAS expressing cells. Thus, inhibition 
of MEK partially blocks HRAS-induced mTORC1 
signaling. In allograft tumor models, treatment with the 
mTOR inhibitor rapamycin blunted HRAS cell tumor 
growth; however, HRAS-tR tumors were much more 
sensitive to rapamycin. IHC analysis of resected tumors 
indicated a marked reduction in pS6 in rapamycin-
treated HRAS tumors, but also in untreated HRAS-tR 
tumors. Interestingly, pERK was also reduced in HRAS 
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tumors with rapamycin (173). Together, our recent 
results indicate that genetically enforced lipid ordered 
domain sequestration inhibits HRAS-induced mTORC1 
signaling, and sensitizes HRAS tumors to rapamycin 
treatment.

6.2.2. Gal-1 and combinatorial inhibition

As described above, we found that dual pathway 
blockade by a combination of genetically enforced 
microdomain sequestration (inhibiting Raf pathway 
signaling) and PI3K (downstream mTOR) inhibition, 
yields additive effects in blocking progression of 
HRAS-driven tumor growth. To investigate a more 
translational approach taking advantage of Ras plasma 
membrane microdomain targeting, we considered 
whether inhibition of Gal-1 would alter HRAS PM 
membrane microdomain localization, and thereby 
disrupt CA HRAS in a manner similar to genetically-
enforced HRAS sequestration (i.e., HRAS-tR). We 
utilized OTX008, a small molecule allosteric inhibitor 
of Gal-1, which binds on the opposite side from the 
β-galactoside-binding site, and has been demonstrated 
as an anticancer agent (46,174,175). We found that 
OTX008 treatment shifts HRAS to the lipid ordered 
domain and yields a marked inhibition of tumor growth. 
However, we found that OTX008 combined with 
rapamycin provides an additive effect resulting in nearly 
undetectable tumor growth. These profound results 
indicate that combined mTOR/Gal-1 inhibition yields 
stasis of HRAS-driven tumor growth. Thus, inhibition 
of Gal-1 results in a blockade of GTP-HRAS shuttling 
from the lipid ordered domain and inhibition of MAPK 
signaling, and sensitizes tumors driven by CA HRAS to 
mTOR inhibition (Figure 9A) (173). Inhibition of Gal-
1 using OTX008 is currently under clinical evaluation, 
and our findings support the development of Gal-1 
targeting schemes to limit progression of mutant HRAS 
cancers. Moreover, preclinical and clinical trials support 
using mTOR inhibitors to combat Ras-propagated 
cancer (46); hence, a dual pathway inhibition through 
Gal-1/mTOR targeting may present increased efficacy 
over current anti-Ras modalities. 

6.2.3. Gal-3 as a putative approach to combat KRAS 
cancers

A majority of Ras-driven cancer cases in the United 
States (e.g., in lung, pancreas, and colorectal cancers) 
are caused by mutant KRAS (6). As highlighted 
above, direct targeting of KRAS has proven clinically 
intractable due to a lack of drug-binding pockets, and 
drugs against the membrane anchors have not been 
successful (176). However, alternative strategies to 
modulate KRAS anchorage to the plasma membrane 
may prove viable for combating KRAS-driven cancer 
progression. MEK inhibition alone seems to have 

variable outcomes in KRAS tumors (177). Although 
KRAS does not segregate in PM microdomains like 
H- and NRAS, targeting KRAS membrane anchorage 
may be an effective anti-tumor approach in KRAS 
mutant cancers. Whereas HRAS is localized to the 
PM with Gal-1, KRAS PM anchorage is supported 
by the Galectin-3 (Gal-3) scaffold (178,179). Gal-
3 over-expression leads to chronic KRAS activation, 
potentiation of Ras signaling, tumor cell activation 
including increased proliferation and migration, and 
tumor progression (180-182). Gal-3-mediated KRAS 
activation is associated with ERK, but not PI3K, 
signaling (48). There is substantial evidence for Gal-
3 inhibition as a potential tumor blocker (183-190). 
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Figure 9. Ras signaling and tumorigenesis in response 
to inhibition of Galectins and mTOR. (A)  Schematic of 
predicted effects of dual targeting in HRAS cancers. Galectin-1 
inhibition using OTX008 results in HRAS mistargeting to the 
PM and disruption of MAPK mitogenic signaling. Rapamycin 
treatment potently reduces mTOR survival signaling; analogue 
mTOR inhibitors should have similar effects. Combinatorial 
use of these inhibitors results in an additive effect over either 
monotherapy. (B) Predicted effects of dual inhibition of 
Galectin-3, and mTOR (rapamycin or other mTOR inhibitors), 
in KRAS mutant tumors. Gal-3 inhibition reduces KRAS 
membrane anchorage, greatly reducing Raf activation which is 
lipid ordered domain-restricted, but allowing PI3K activation 
which is distributed across membrane microdomains. 
Combined Gal-3 and mTOR inhibition blocks both pathways 
and inhibits tumor progression.



www.biosciencetrends.com

BioScience Trends. 2017; 11(1):23-40.

Thus, a parallel strategy to inhibit KRAS cancers to the 
Gal-1/mTOR strategy for HRAS, using Gal-3/mTOR 
inhibition, may provide a new direction (Figure 9B). 
Our group is currently investigating dual inhibition of 
Gal-3 and mTOR in blocking progression of KRAS-
driven cancers.

7. Conclusions and future prospects

Taken together, how can furthering our understanding 
of the roles of plasma membrane microdomain Ras 
targeting help in developing effective therapies to treat 
patients with Ras-driven cancer? Currently, Ras-positive 
cancers are treated with a cocktail of therapeutics, 
generally targeting EGFR or VEGF, or downstream 
pathway components as described above. However 
effective the treatment may initially be, it is common to 
develop an acquired resistance or secondary mutations 
which requires alternative strategies. Preclinical data 
largely support positive results using a cocktail of 
PI3K and MAPK inhibitors, and a large number of 
inhibitors are currently in clinical trials. We propose 
a novel rationale for an alternative strategy in HRAS-
driven cancers using clinically viable and commercially 
available therapeutics to disrupt Ras signaling by 
interfering with localization-dependent effector 
binding. This approach warrants further analysis as to 
whether it would be advantageous to individuals who 
have developed resistance to the common targeted 
therapies. Future studies are needed to provide further 
mechanistic insight into the molecular, cellular, and 
physiological outcomes of combinatorial mTOR/
Galectin-1 inhibition. 
 HRAS mutations are considerably rarer in cancer 
than mutations in NRAS or KRAS. However, KRAS-
positive anti-cancer approaches may still benefit from 
this basic dual treatment paradigm. Whereas HRAS 
is localized to the PM with Gal-1, KRAS anchorage 
is supported by the Gal-3 scaffold. This suggests that 
inhibition of Gal-3 and mTOR may mimic HRAS 
results in the context of KRAS mutant cancers. 
Scaffold proteins that specifically bind NRAS, and 
PM localization remain controversial, so implications 
in targeted therapies will require further exploration. 
However, it is likely that an analogous scaffolding 
protein which localizes NRAS to the PM exists. This 
suggests that both N- and KRAS-driven tumorigenesis 
may benefit through a modified form of the proposed 
targeted therapy. Overall, new approaches to combat 
Ras-driven cancers are still needed, and disrupting 
plasma membrane microdomain-based Ras function 
holds promise as an effective strategy.
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1. Introduction

Hepatitis C virus infection (HCV), which occurs most 
commonly in Africa and Central and East Asia, is a 
significant public health problem with approximately 
130-200 million people around the world infected at 
present (1-4). Acute HCV infection is rarely associated 
with life-threatening disease and about 15-45% of 
infected persons spontaneously clear the virus within 
6 months of infection without any treatment (5). The 
remaining 55-85% of persons will develop chronic 
HCV infection, which is recognized as one of the major 
causes of chronic liver diseases such as liver cirrhosis 
and hepatocellular carcinoma (HCC) (5-7). Specifically, 
the risk of liver cirrhosis is between 15-30% within 20 
years in people with chronic infection (5). According 
to the data disclosed by World Health Organization 
(WHO), approximately 700,000 people die each year 
from hepatitis C-related liver diseases (5). 
 The goal of hepatitis C treatment is to obtain 
sustained virological response at 12 weeks (SVR12) 
which is recognized as the measure of treatment success 

and defined as undetectable HCV RNA in the blood at the 
end of treatment and again 12 weeks following treatment 
end (8,9). Multiple evidences support that antivirus 
treatment helps improve hepatic histology, prevents or 
delays the occurrence of liver cirrhosis, and decreases 
the incidence of HCC (9,10). Interferon α (IFN-α) with 
established clinical efficacy has long been used for 
treatment of HCV infection. Combination of pegylated 
IFN-α and ribavirin, a nucleoside analogue, was once 
the standard therapy, which cured approximately half 
of treated patients, but caused frequent and sometimes 
life-threatening adverse reactions (11). In the recent five 
years, new antiviral drugs, called direct antiviral agents 
(DAAs), have been developed and revolutionized the 
treatment of HCV because they are much more effective, 
safer and better-tolerated than the older therapies (8). The 
progress of DAAs research and development is reviewed 
in the present article. 

2. Gene structure and genotypes of HCV

HCV, a positive-sense single-stranded RNA virus of the 
family Flaviviridae, consists of a core of genetic material 
(RNA), surrounded by an icosahedral protective shell 
of protein, and is further encased in a lipid (fatty) 
envelope of cellular origin (12). The genome of HCV 
consists of a single open reading frame that is translated 
to produce a single protein product. This single product 
is then proteolytically processed by viral and cellular 
proteases into 10 smaller proteins which are grouped 

Summary Hepatitis C, caused by the hepatitis C virus (HCV) that attacks the liver and leads to 
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into structural proteins including Core protein, envelope 
glycoproteins E1 and E2, and p7 and non-structural 
proteins (NS) including NS2, NS3, NS4A, NS4B, 
NS5A, and NS5B (13). The structural proteins form 
the skeletal structure of the virus particle while non-
structural proteins act as enzymes or regulatory factors 
that play critical roles in virus replication. Among 
the non-structural proteins, NS3 functions as a serine 
protease and forms a heterodimeric complex with NS4A 
that acts as a cofactor of the proteinase (13). NS5A is a 
hydrophilic phosphoprotein which plays an important 
role in viral replication, modulation of cell signaling 
pathways, and the interferon response (14). The NS5B 
protein is the viral RNA dependent RNA polymerase, 
which catalyzes the polymerization of ribonucleoside 
triphosphates (rNTP) during RNA replication (15-17). 
Given the critical role of NS3/NS4A, NS5A, and NS5B 
in the viral life cycle, they are currently focused on as 
major targets in development of DAAs. 
 A naturally high rate of genetic mutation due to low 
fidelity of RNA replication generates genetic diversity 
of HCV (18). Based on genetic differences between 
HCV isolates, the HCV species is classified into six 
genotypes (1-6) with several subtypes within each 
genotype. Genotype 1, which includes subtype 1a and 
1b seen in almost all cases (31% and 68%, respectively), 
constitutes 40-50% of all HCV infections and is the 
most prevalent genotype worldwide (19). The next most 
prevalent genotype is genotype 3 (about 30%), followed 
by genotypes 2 and 4 (about 10% each), genotype 6 
(about 5%), and genotype 5 (less than 1%) (19). Mixed 
genotype infections are also seen in a small proportion of 
patients (19). Among all subtypes of HCV, subtypes 1a, 
1b, 2a, and 3a are globally distributed and are considered 
"epidemic subtypes" (8). Genotype is clinically important 
in determining potential response to medications. For 
example, genotypes 1 and 4 are less responsive to IFN-
α-based treatment than are the other genotypes (2 , 3, 
5, and 6) (20), which leads to difficulties in clearing 
HCV of these two genotypes. On the other hand, the 
latest developed DAAs combination regimens have 
the potential to eradicate all genotypes of HCV, hence 
enlarging the patient population who may benefit. 

3. Direct antiviral drugs for HCV

Thus far, four classes of DAAs have been developed 
based on three targets. They are protease inhibitors 
targeting NS3/NS4, nucleotide analogues and non-
nucleosides targeting NS5B, and NS5A phosphoprotein 
inhibitors (Table 1). Because the antivirus efficacy of 
individual DAAs usually depends on HCV genotype, 
genotypic subtype and disease severity (e.g., cirrhosis) 
and many DAAs are prone to induce HCV resistance 
when used alone, combination regimens including 
two, three or even four DAAs, without pegylated 
IFN-α, have been developed and have become the new 
standard of care for HCV. 

3.1. Sofosbuvir and combination therapies

Sofosbuvir, a nucleotide analogue targeting NS5B, 
was firstly approved by the US Food and Drug 
Administration (FDA) in 2013 for treatment of HCV 
genotypes 2 and 3 in combination with ribavirin or 
treatment-naive patients with HCV genotypes 1 and 4 
in combination with ribavirin and pegylate IFN-α (21). 
Sofosbuvir is now used as the backbone for several 
interferon-free regimens. The combination of sofosbuvir 
with the NS5A inhibitor ledipasvir as a fixed-dose, 
once-daily, single-tablet regimen was approved by 
FDA in 2014. It approaches but does not achieve pan-
genotypic status, with efficacy demonstrated against 
HCV genotype 1, 4, 5, and 6 infections (8). Evidence is 
lacking for this regimen in genotype 2, and it has only 
limited activity against genotype 3 without the addition 
of ribavirin (8). Given this reason, sofosbuvir plus 
ledipasvir is not recommended for use in genotypes 2 
and 3. On the other hand, the combination of sofosbuvir 
with another NS5A inhibitor velpatasvir as a once-
daily, single-tablet, pangenotypic regimen was recently 
approved for the treatment of adults with chronic HCV 
genotypes 1-6 in the USA, EU and Canada (22). In the 
phase III ASTRAL trials, once-daily oral sofosbuvir 
plus velpatasvir for 12 weeks provided high rates of 
SVR12 in treatment-naive and -experienced patients 
with chronic HCV genotype 1-6 infection (22). This 
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Table 1. The direct antiviral drugs (DAAs) developed for hepatitis C virus (HCV)

DAAs (target)

Sofosbuvir (NS5B) 

Daclatasvir (NS5A) 

Simeprevir (NS3/4A) 

Dasabuvir (NS5B)

Combined agents (target)

Ribavirin
Ribavirin and IFN-α 
Ledipasvir (NS5A) 
Velpatasvir (NS5A) 
Velpatasvir (NS5A) + Voxilaprevir (NS3/4A) 
IFN-α + Ribavirin 
Asunaprevir (NS3/4A) 
Sofosbuvir (NS5B) 
IFN-α + Ribavirin 
Sofosbuvir (NS5B) 
Samatasvir (NS5A) 
Ombitasvir (NS5A) + Paritaprevir (NS3/4A) + Ritonavir (P450 3A4)

Ref.

21
21
8
22
27
28
30
32
34
38
39
40

HCV genotype

1, 4 
2, 3 
1, 4, 5, 6 
1, 2, 3, 4, 5, 6 
1, 2, 3, 4, 5, 6 
1, 3, 4 
1
1, 2, 3, 4 
1, 4 
1
1, 4 
1 

Status

Approved
Approved 
Approved
Approved
Phase III
Approved
Approved
Approved
Approved 
Approved
Phase II
Approved
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appropriate only for HCV subtype 1b (31). The addition 
of beclubavir, an inhibitor of NS5B, to the daclatasvir/
asunaprevir regimen was found to improve the SVR 
rate in HCV-infected patients (31). This regimen has 
been mainly used for the treatment of patients infected 
with HCV genotype 1 (subtypes 1a and 1b) and 4. 
The daclatasvir and sofosbuvir combination regimen 
was approved by the European medicine agency for 
treatment of genotype 1-4 infections in 2014, followed 
by the FDA for treatment of genotypes 1 and 3 (32). 
According to several meta-analyses that analyzed 
the efficacy of this regimen on different genotypes, 
daclatasvir/sofosbuvir with and without ribavirin can 
be considered as a highly useful treatment option in 
treatment-naïve or treatment-experienced patients with 
genotype 1 and 3 infections with and without cirrhosis 
(31,33). The ability of daclatasvir to combine with other 
DAAs for treatment of patients with HCV infections 
under different conditions makes it a good choice for 
HCV treatment. 

3.3. Simeprevir and combination therapies 

Simeprevir is a NS3/4A inhibitor that was approved in 
recent years for treatment of chronic HCV genotype 1 
or genotype 4 infection in treatment-naive or previously 
treated adults, including those with HIV coinfection, 
in combination with pegylated IFN-α and ribavirin 
and with other NAAs such as sofosbuvir (34-37). It is 
not recommended in patients in whom prior treatment 
with a regimen that included simeprevir or any other 
HCV protease inhibitor failed and in patients with 
moderate or severe hepatic impairment (Child-Pugh 
class B or C) (34). Screening for presence of NS3 
Q80K polymorphism is strongly recommended prior 
to initiation of the regimen consisting of simeprevir, 
pegylated IFN-α, and ribavirin (34). An alternative 
therapy may be considered in patients infected with 
HCV genotype 1a containing Q80K polymorphism 
(34). The regimen containing simeprevir and sofosbuvir 
is used in treatment-naive or previously interferon-
treated patients with HCV genotype 1, with or without 
cirrhosis (38). Duration of this regimen is 24 weeks 
and 12 weeks, respectively, for patients with or without 
cirrhosis (38). Screening of NS3 Q80K polymorphism 
may also be instructive prior to initiation of simeprevir 
in conjunction with sofosbuvir (34). Combination of 
simeprevir and samatasvir, an investigational NS5A 
inhibitor, is currently undergoing phase 2 clinical trials 
for evaluation of its efficacy in treatment of chronic 
HCV infection (39). 

3.4. Ombitasvir/paritaprevir/ritonavir plus dasabuvir

The regimen containing a fixed-dose combination of 
ombitasvir, paritaprevir, and ritonavir and dasabuvir 
(marketed as Viekira PakTM) was approved by FDA 

regimen represents a valuable treatment option in adults 
with chronic HCV genotype 1-6 infection. 
 The combination of sofosbuvir, velpatasvir, and 
voxilaprevir, an investigational NS3/4A protease 
inhibitor, as a fixed-dose, once-daily regimen (SOF/
VEL/VOX) is currently being evaluated for its efficacy 
and safety in treatment of genotypes 1-6 chronic 
HCV infection. Thus far, four phase 3 clinical studies 
including POLARIS-1, POLARIS-2, POLARIS-3, and 
POLARIS-4 on this regimen have been conducted. The 
POLARIS-1 and POLARIS-4 studies aimed to evaluate 
the combination regimen in patients who experienced 
previous NAAs treatment. The POLARIS-1 study 
enrolled patients who failed prior treatment with an 
NS5A inhibitor (23). The POLARIS-4 study enrolled 
patients who failed prior treatment with a DAA that 
was not an NS5A inhibitor, most with either an NS5B 
inhibitor alone (73%) or an NS5B inhibitor and an 
NS3/4A protease inhibitor (25%) (24). The POLARIS-2 
and POLARIS-3 studies were designed to evaluate 
the SOF/VEL/VOX regimen in patients without 
previous NAAs treatment. The POLARIS-2 study 
enrolled patients with genotype 1-6 HCV infection 
with or without compensated cirrhosis (25), while the 
POLARIS-3 study enrolled patients with genotype 3 
HCV infection, all of whom had compensated cirrhosis 
(26). In October 2016, results of these clinical studies 
were announced by the sponsor company Gilead 
(27). According to their report, the POLARIS-1, 
POLARIS-3, and POLARIS-4 studies met their 
respective pre-specified primary endpoints for patients 
receiving SOF/VEL/VOX. The POLARIS-2 study did 
not meet its primary endpoint; with a pre-specified 
5% margin, the SVR12 rate for patients receiving 
treatment with SOF/VEL/VOX for eight weeks was not 
statistically non-inferior to the SVR12 rate for patients 
receiving SOF/VEL for 12 weeks. Results of these 
studies suggest that combining three potent antivirals 
with different mechanisms of action provided high cure 
rates for patients who have failed other highly effective 
oral DAA regimens. 

3.2. Daclatasvir and combination therapies 

Daclatasvir, an inhibitor of NS5A, was approved 
for treatment of HCV genotypes 1, 3, and 4 only in 
combination with interferons and ribavirin and also 
with some other DAAs such as asunaprevir, beclubavir, 
and sofosbuvir to overcome drug resistance, increase 
antiviral efficacy and decrease side effects (28). 
Asunaprevir, which is a NS3/4A inhibitor, has shown 
high treatment efficacy when used in combination 
with daclatasvir in patients with HCV genotype 1 (29, 
30). Currently, the combination of the asunaprevir and 
daclatasvir regimen has been mainly used in patients 
with HCV genotype 1 infection in Japan. Subtype 1a 
has less been evaluated, and it seems that this regimen is 
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and other regulatory agencies for the treatment of 
genotype 1 chronic HCV infection, including those 
with compensated cirrhosis (40). This regimen, also 
called the "3D" regimen, consists of three DAAs 
targeting different non-structural proteins, i.e. 
ombitasvir inhibiting NS5A, paritaprevir inhibiting 
NS3/NS4A, and dasabuvir, a non-nucleoside inhibiting 
NS5B. The regimen also consists of a cytochrome 
P450 3A4 inhibitor ritonavir, which can increase the 
plasma concentration of paritaprevir (41). Based on 
the results of the clinical trials, this regimen is suitable 
for treating patients infected with hepatitis C genotype 
1b (42,43). It may be possible to use this combination 
to treat patients infected with genotype 1a if they have 
not previously been treated and do not have cirrhosis, 
but the addition of ribavirin is needed to maximize 
the response (42). While the five-drug regimen is very 
effective, it will require careful selection of patients and 
checking product information to avoid drugs that either 
interact or are contraindicated (44). As three new drugs 
are involved in this regimen, it should be cautioned that 
unforeseen problems may emerge in the future. 

4. Conclusion 

Chronic hepatitis C has been a great healthcare concern 
because of its high prevalence worldwide. Treatment 
with pegylated IFN-α and ribavirin was once the 
standard therapy, but poor tolerability and suboptimal 
response rates increased the likelihood of therapeutic 
failure. Introduction of DAAs opened a new era in HCV 
treatment with the possibility of interferon-free therapy, 
SVR rates approaching 100%, reduced duration of 
therapy, and improved tolerability. In this aspect, DAAs 
of the same or different classes have been introduced one 
after another in close succession in the last five years. 
Each class of DAAs targets a specific viral protein such 
as NS3/4A, NS5A and NS5B. The combination of DAAs 
with different mechanisms reduces the risk of occurrence 
of HCV resistance and enlarges the patient population 
who may benefit. Nevertheless, many unknowns still 
remain with the new drugs combination therapy such as 
potential drug-drug interactions, which warrant further 
in-depth studies in the future. 
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1. Introduction

The most common cases of human male infertility 
which are caused by a failure of sperm production are 
associated with microdeletions in the AZoospermia 
Factor  (AZF) region in the long arm of the Y 
chromosome (1-4). This region contains three loci that 
are termed AZFa, AZFb, and AZFc with corresponding 
deletions linked to male infertility (3,5) (Figure 1). It 
has been shown that the majority of the Y chromosome 
deletions originates de novo and putatively occurs in 
the father's germline (6). Since only a limited part of 
the Y chromosome pairs with the X chromosome and 
the AZF is located in the non-recombining region of the 

Y chromosome, the mechanism of emergence of the Y 
deletions is still unclear. It has been proposed that the 
Y deletions are the consequence of illegitimate intra-
chromosomal meiotic recombination between highly 
repetitive sequences adjacent to the AZF loci (7,8).
 The specific infertility phenotypes are associated 
with deletions in each locus (3,9). The AZFa deletions 
cause a complete absence of germ cells in the testis 
seminiferous tubules with preservation of somatic 
Sertoli cells (the so-called Sertoli Cell-Only Syndrome; 
SCOS) (10,11). This is the most severe azoospermia 
phenotype of the three deletion loci. The AZFb deletions 
lead to spermatocyte maturation arrest as well as the 
azoospermia phenotype. The AZFc deletions allow 
limited sperm production and thus are linked with 
hypospermatogenesis. The AZFa contains only two 
expressed genes both with X homologues that escape 
inactivation: ubiquitin specific peptidase 9, Y-linked 
(USP9Y) and DEAD-box helicase 3, Y-linked (DDX3Y 
or DBY). Both genes were initially considered as 
candidates for the male fertility factor. USP9Y encodes 
an ubiquitin-specific protease that promotes intracellular 

Summary Human DDX3 paralogs are housed on the X chromosome (DDX3X) as well as in the non-
recombining region Yq11 of the Y-chromosome (DDX3Y or DBY). A gene encoding RNA 
helicase DDX3Y is located in the AZoospermia Factor a (AZFa) region of the Y-chromosome 
and expressed only in male germ cells. Deletions encompassing the DDX3Y gene lead 
to azoospermia and cause Sertoli Cell-Only Syndrome (SCOS) in humans. SCOS is 
characterized by a complete germ cell lack with preservation of somatic Sertoli cells. This 
review summarizes current advances in the study of DDX3Y functions in maintenance and 
development of early male germ cells. Data obtained from a mouse xenotransplantation 
model reveals that DDX3Y expression is enough to drive germ cell differentiation of AZFa-
deleted human induced pluripotent stem cells (iPSCs) and for activation of the specific set of 
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cleavage of ubiquitin molecules from ubiquitinated 
proteins (3,9). However, it was shown that USP9Y did 
not provide essential functions during spermatogenesis; 
mutations in USP9Y including deletion mutations were 
found to be transmittable in fertile patients (12-14). A 
second gene in the AZFa, DDX3Y, appears to represent 
the major spermatogenesis gene of this region (15,16). 
DDX3Y encodes an RNA helicase of the large DDX3 
subfamily of the DEAD-box family of proteins, which 
are found from yeasts to humans. DDX3 helicases 
generally function in ATP-dependent RNA unwinding, 
strand annealing and remodeling of ribonucleoprotein 
complexes. They take part in most aspects of cellular 
RNA metabolism: mRNA nuclear export, transcriptional 
regulation, translation initiation, and also in cell cycle 
control and programmed cell death (17-19). The 
product of X-chromosomal homologue, DDX3X, is 
found ubiquitously in different human tissues, whereas 
translation of DDX3Y is restricted to male germ cells 
(20). DDX3X and DDX3Y share 91.7% homology in 
their amino acid sequence. Both proteins are expressed 
in the testes; however, DDX3Y is found predominantly 
at premeiotic stages in spermatogonial cells, whereas 
DDX3X is detected later in spermatids (15,16,20). This 
divergent expression pattern arises due to complex 
transcriptional and translational control mechanisms 
(21,22) and it seems to predetermine presumed specific 
functions of DDX3Y in premeiotic spermatogenesis 
steps. Testis-specific DDX3Y transcription initiates 
from a distal promoter that takes place within upstream 
Y-specific minisatellite MSY2 repeats (21). This distal 
promoter region for DDX3Y on the Y chromosome 
appears to be conserved in primates; however, it is not 
active upstream of the mouse Ddx3y genе (21).
 It has been shown that mouse homologue Ddx3y 
is expressed widely in all analyzed tissues (23). In 
contrast to humans mouse Ddx3y protein is found to 
be dispensable for spermatogenesis (24), but Ddx3y 
mRNA is retained in mouse spermatozoa and appears to 
contribute to early zygotic development (25). The mouse 

Ddx3y gene also has an X-chromosomal homologue 
Ddx3x (26). It is supposed that molecular functions of 
Ddx3y protein may be carried out by Ddx3x representing 
the same expression pattern in mouse testes (23). The 
third mouse DDX3 homologue PL10 (D1Pas1) is 
expressed only in the testes (23,27,28). The PL10 gene is 
located on chromosome 1 and its expression is detected 
in pachytene spermatocytes and postmeiotic haploid 
spermatids (23). Thus, in spite of some similarities, 
the functional significance of DDX3 genes in 
spermatogenesis of humans and mice is quite different.
 Progress in understanding the molecular functions of 
DDX3Y (DBY) in human male germ cell maintenance 
is challenging, because DDX3Y expression appears 
to be required for early stages of testis development in 
human fetal germ cells (prospermatogonia). Expression 
of DDX3Y during the second and third trimester of fetal 
testis development suggests its role in early germ cell 
differentiation and amplification and indicates that in 
individuals with a failure in DDX3Y expression germ 
cell loss may occur prenatally or during pre-pubertal 
development (16,20). Thus, specific functions of DDX3Y 
in germline development and maintenance are currently 
underinvestigated. In this review we focus on recently 
published studies that expand our understanding of the 
functions of DDX3Y as an essential spermatogenesis 
regulator.

2. DDX3Y genetically complements the AZFa deletion 
and restores germ cell development and transcription 
program

Mammalian spermatogenesis occurs in the seminiferous 
tubules of the testes. The seminiferous tubules are 
surrounded by the basement membrane, which isolates 
the tubules from the interstitial space containing myoid 
cells, Leydig cells and blood vessels (Figure 2). The 
seminiferous epithelium is composed of somatic Sertoli 
cells and developing germ cells at different stages 
of differentiation. Large undivided Sertoli cells are 
attached to the basement membrane, but they spread 
their cytoplasmic extensions towards the lumen of the 
tubules and surround multiple germ cells at all stages 
of differentiation. Spermatogonial stem cells (SSCs) 
originate from gonocytes (prospermatogonia), which 
in turn arise from primordial germ cells (PGCs) during 
fetal development. In the postnatal testes, SSCs are 
located on the basement membrane of the seminiferous 
tubules (Figure 2). SSCs undergo self-renewing and 
differentiating divisions to maintain continuous sperm 
production throughout male adulthood. In humans, 
the SSC pool is composed of Adark and Apale type 
spermatogonia. Adark cells are reserved SSCs and they 
do not usually enter active mitotic divisions. On the 
contrary, Apale spermatogonia are mitotically active and 
undergo one-two transit amplifying divisions generating 
type B spermatogonia. Type B spermatogonia give rise 
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Figure 1. Representation of the AZF loci on the Y 
chromosome. PAR1 and PAR2 (shown in dark grey regions 
at the ends of the chromosome) are pseudoautosomal 
regions 1 and 2 of the Y chromosome. Outside the PARs 
AZF (AZoospermia Factor) loci are depicted in light grey 
and located in the non-recombining region (NRY). Yp and 
Yq designate the short and long chromosome arms of the 
chromosome, respectively. Adapted from (2-4,15) with 
modifications.
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the rescue and control lines into mouse seminiferous 
tubules of immunodeficient mice with endogenous 
spermatogenesis drug-eliminated in advance (Figure 3). 
After two months the post-transplantation xenografts 
were analyzed by immunohistochemistry to reveal 
human germ-cell like cells (GCLCs) using marker 
antibodies against NuMA (human cell-specific protein), 
Vasa (basic germline marker) and DDX3Y. Whereas 
the AZFΔa mutant line did not have cells that were 
positive for DDX3Y, all NuMA-positive GCLCs from 
the rescue lines were DDX3Y-positive and the majority 
of DDX3Y-positive GCLCs were also VASA-positive. 
The tubules, which were transplanted with the rescue 
lines, contained significantly more VASA-positive 
GCLCs in comparison with the tubules with AZFΔa 
mutant line xenografts. Human spermatogonia-specific 
marker proteins DAZ1 and UTF1 were not expressed in 
mouse seminiferous tubules transplanted with AZFΔa 
mutant iPSCs. However, these proteins were found in a 
subset of GCLCs from the DDX3Y-rescued lines. Thus, 
the authors have detected a quantitative enhancement in 
GCLC formation as well as germ cell differentiation in 
all the rescue lines.
 The authors succeeded in purifying the germ cell 
fractions from mouse xenografts and subsequent sorting 
of donor cells positive for mCherry. Analysis of the 
transcriptome by RNA-Seq reveals that the transcription 
profile of DDX3Y-rescued GCLCs is significantly 
different from the AZFΔa mutant GCLCs, which 
exhibit a profile closely resembling undifferentiated 

to primary spermatocytes. Primary spermatocytes enter 
the first meiotic division and divide into secondary 
spermatocytes, which in turn divide into haploid 
spermatids, which migrate towards the lumen where 
terminally differentiated spermatozoa are released into 
the lumen (29-31).
 To examine the functions of the AZFa gene DDX3Y 
in germ cell development and maintenance Ramathal and 
coworkers (32) used a mouse xenotransplantation model 
established previously. Mouse seminiferous tubules 
proved to be potent for induction of germ cell formation 
from human induced pluripotent stem cells (iPSCs) 
(30,33). It was shown that undifferentiated human iPSCs 
after being transplanted into mouse seminiferous tubules 
undergo differentiation to germ-cell-like cells (GCLCs) 
located close to the basement membrane and expressing 
cell-specific markers of PGCs.
 Ramathal and coworkers used the iPSC line with 
the AZFa deletion (AZFΔa) that was genetically 
complemented with the DDX3Y gene (32). For this 
study transgene constructs carrying either FLAG-tagged 
DDX3Y with the mCherry marker gene (rescue lines) 
or mCherry marker alone (mutant control lines) were 
integrated in human iPSCs that harbored AZFΔa. The 
authors transplanted the undifferentiated iPSCs from 

Figure 2. Scheme of human spermatogenesis. Simplified 
scheme of human spermatogenesis was adapted from (30,31) 
with modifications. The seminiferous tubules of the testes 
are surrounded by the basement membrane, which isolates 
the tubules from the interstitial space containing myoid 
cells, Leydig cells and blood vessels. The seminiferous 
epithelium is composed of somatic Sertoli cells and germ 
cells at different stages of differentiation. Spermatogonial 
stem cells (SSCs) are located on the basement membrane. 
Sertoli cells are also attached to the basement membrane, 
but they extend towards the lumen of the tubules and contact 
with germ cells at all stages of differentiation. SSCs undergo 
self-renewing and differentiating divisions to provide germ 
cells of the subsequent stage, type B spermatogonia. Type 
B spermatogonia give rise to primary spermatocytes. Then 
primary spermatocytes enter the first meiotic division to 
yield secondary spermatocytes, which divide into haploid 
spermatids migrating towards the lumen. Finally, mature 
spermatozoa are released into the lumen of the seminiferous 
tubules.

Figure 3. General scheme of the xenotransplantation assay 
of Ramathal et al. (32). Cell suspensions of human iPSCs with 
the AZFa deletion (AZFΔa) carrying corresponding transgene 
constructs are transplanted into the testis of busulfan-treated 
infertile nude mice. Two months following the transplantation, 
the testes are recovered and the seminiferous tubules are 
dissected for subsequent analysis.
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donor iPSCs. 248 transcripts were found to be 
differentially expressed between undifferentiated 
iPSCs, mutant GCLCs and rescue GCLCs. A large 
subset of transcripts which were up-regulated in iPSCs 
and mutant GCLCs were absent or significantly down-
regulated in DDX3Y-rescued GCLCs. Note that the 
upregulated set of non-complemented AZFΔa GCLCs 
was found to be strongly enriched in pluripotency 
genes (including POU5F1, LIN28A, SOX2 NANOG and 
MYC) in contrast to DDX3Y-complemented GCLCs. 
A group of genes that specifically are up-regulated in 
the rescue GCLCs includes zinc-finger transcription 
factors, RNA-metabolism modulators, cell cycle 
and cell-cell communication genes. Thus, DDX3Y-
complemented GCLCs in the mouse xenograft system 
are able to differentiate to the prospermatogonial stage 
and maintain a specific transcriptional program that is 
similar to that of PGCs and prospermatogonia.

3. Drosophila homologue of DDX3Y RNA-helicase 
Belle provides essential cell-autonomous functions in 
the male germline

In another recently published paper the testes of 
Drosophila were used as a relatively simplified model 
to study DDX3 functions in spermatogenesis (34). For 
Drosophila, effective approaches have been developed to 
turn on or off the expression of a selected gene in specific 
tissues or cells. Among them are mosaic clonal analysis 
(35); inducible RNAi-mediated gene knockdowns that 
could be ectopically induced in certain cells using GAL4-
UAS system and tissue-specific promoters (36,37); 
and the CRISPR RNA/Cas9 system allowing precise 
gene engineering (38). All of them can be successfully 
applied for the study of spermatogenesis. Another great 
advantage of Drosophila testes as a model system 
consists in the possibility of studying germline stem cells 
and other testis cells in situ, using immunofluorescence 
confocal microscopy (39).
 The apical testis tip of an adult fly is occupied by a 
somatic niche structure called the hub (Figure 4), which 
supports two adjacent stem cell populations: germline 
stem cells (GSCs) and somatic cyst stem cells (CySCs) 
(40-42). The self-renewing division of a GSC produces 
a new GSC and a goniablast (spermatogonium). The 
division of a CySC generates a self-renewing CySC 
and a cyst cell. A pair of somatic cyst cells encapsulates 
spermatogonium thus forming a functional unit of 
spermatogenesis – the cyst. Cyst cells are considered 
as mammalian Sertoli cell analogs, despite evident 
structural differences between the organization of the 
testes in Drosophila and humans (41). Spermatogonial 
cells within cysts undergo four rounds of mitotic 
amplification divisions resulting in 16-cell cysts of 
interconnected primary spermatocytes, each surrounded 
by two undivided cyst cells. Primary spermatocytes in 
the cyst undergo a long growth phase. Then they enter 

a synchronous meiotic division producing 64 haploid 
spermatids (Figure 4).
 Drosophila  RNA-helicase Belle is a single 
homolog of human DDX3 proteins due to the non-
redundancy of protein-coding genes in the fly genome. 
All known belle  null mutant alleles are lethal, 
suggesting that Belle has essential functions for fly 
viability. It was also shown that Belle was genetically 
required for male and female fertility; however, 
its molecular functions in gametogenesis had been 
obscure (43). Kotov and coworkers used flies with 
viable heteroallelic combinations of belle mutations as 
well as germline-specific belle-RNAi knockdown flies 
(34). Using immunofluorescence staining and confocal 
microscopy of testis preparations they found that a 
deficiency of belle led to drastic germ cell depletion 
in the testes of newly eclosed males, while somatic 
cyst cell and hub cell populations were maintained. 
The observed developmental disorder recapitulates 
the SCOS phenotype in humans carrying the AZFa 
deletions and also leads to severe azoospermia. No 

Figure 4. Representation of Drosophila spermatogenesis 
stages. At the apical testis tip germline stem cells (GSCs, red) 
are located adjacent to the hub (violet) and are surrounded 
by two somatic cyst stem cells (CySCs, green) (top of the 
figure). One of the daughter cells of GSC, the goniablast 
(red), undergoes four cell divisions to create cysts of 16 
spermatogonia. Then spermatogonia switch to the spermatocyte 
developmental program. Mature spermatocytes synchronously 
enter meiosis producing 64 haploid spermatids. Finally, 
elongated spermatids undergo individualization at the basal end 
of the testis and enter the seminal vesicle, where mature sperm 
is stored until copulation (bottom part of the figure).
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GSCs were detected in the testes of belle6/neo30 mutants 
or males with a germline belle-RNAi knockdown 
in comparison with the wild-type control (0 cells 
versus 9.3-9.6 cells per testis of control males). Using 
TUNEL assay, Kotov and coworkers found that germ 
cells in the belle6/neo30 testes as well as in the case of a 
germline-specific belle-RNAi knockdown underwent 
premature cell death through apoptosis. The authors 
conclude that Belle is required cell-autonomously for 
the maintenance of early germ cells including GSCs, 

because belle-RNAi knockdown in testis somatic cells 
does not result in the loss of GSCs and germ cells of 
subsequent stages.
 Kotov and coworkers also showed that the testes 
of belle6/neo30 third instar larvae still contained all 
populations of early germ cells in contrast to the testes 
of adult flies (34). This observation made it possible to 
propose that PGCs correctly migrated into embryonic 
gonads during mid-to-late embryogenesis in belle 
mutants. However, while analyzing belle larval testes 

Figure 5. Transgenic overexpression of Cyclin B partially rescues spermatogenesis in the belle-RNAi knockdown testes. 
Immunofluorescent analysis of the testes of control lines (A-C) and Cyclin B-rescued line (D, E) obtained in rescue experiments. 
(A-E) Testes were stained with anti-Fas III (green, marker of the hub), anti-Eya (green, marker of mature cyst cells), anti-Vasa (red, 
germline marker) and anti-lamin (violet, marker of the nuclear envelope) antibodies. Scale bars are 20 µm. Bottom panels (A'-
E') show higher magnifications of the apical tips of the testes shown in the white boxes of the corresponding top panels (without 
lamin staining). Where applicable, white arrows indicate one of the GSCs identified as a Vasa-stained germ cell attached to the 
hub (asterisks). Scale bars are 10 µm. (D, D') A portion of nos-GAL4>UAS-cycB;UAS-belle RNAi flies (24%) restores a wild-type 
phenotype of the testes with proper maintenance of GSCs. (E, E') The other portion of nos-GAL4>UAS-cycB;UAS-belle RNAi 
males has testes with reduced size that contain almost no germ cells while preserving mature cyst cells. (F) Western blot analysis 
of testis lysates from fly lines of the rescue experiment. A half-restored Vasa (germ cell marker) protein level is found in the nos-
GAL4>UAS-cycB;UAS-belle RNAi testes (red outline). Actin stained with anti-Actin antibodies is used as a loading control. The 
figure was reproduced from (34) with permission from Elsevier.
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morphology, the authors observed a partial germ cell 
loss along with the presence of abnormally large early 
germ cells with hallmarks of G2 mitotic delay. In 
agreement with these observations, the authors detected 
a considerable decline in expression of the major 
mitotic cyclins, A and B, in the testes of hypomorph 
belleEY08943/neo30 mutants owing to reduction of their 
transcription levels. The authors suggested that early 
germ cells including GSCs in the testes of belle mutants 
could not enter mitosis owing to an insufficient dose 
of mitotic cyclins. A failure to enter mitosis appears to 
trigger programmed cell death and leads to the germ 
cell loss phenotype. In support of this hypothesis, Kotov 
and coworkers achieved a partial but significant rescue 
of germ cell survival, mitotic progression (Figure 5) 
and male fertility by germline-specific overexpression 
of Cyclin B in the belle-RNAi knockdown testes (34). 
Overexpression of Cyclin A did not rescue the belle-
RNAi knockdown phenotype. These results support an 
important role of mitotic cyclins in development and 
survival of early germ cells, including GSCs. Current 
data about the functions of major mitotic cyclins in the 
male GSCs cell cycle and survival are summarized in 
Table 1. It has been previously shown that a mutational 
depletion of Cyclin B led to a total lack of germ cells 
in the testes, and transgene overexpression of Cyclin A 
did not restore the germ cell loss phenotype in cyclin 
B mutants (46). Thus, at least one crucial function of 
Belle in early germ cells is the maintenance of Cyclin B 
level for ensuring mitotic divisions.
 Overexpression of Cyclin B in the germline led 
to an almost complete restoration of early germ cells 
in the testes of belleEY08943/neo30 mutants, but in this 
case male fertility was not restored (Kotov, Olenkina 
unpublished data), indicating additional functions of 
Belle during the subsequent steps of spermatogenesis. 
Indeed, it has been previously shown that the testes of 
hypomorph belle mutants exhibited defects in meiotic 
chromosome segregation and cytokinesis with a high 
frequency, as well as a disorganization of elongated 
spermatid bundles (43). RNA helicase Belle in flies 
presumably combines the functions of both human 
DDX3 homologues. While DDX3Y is expressed 

at the premeiotic stage in spermatogonia, DDX3X 
expression is observed later in spermatids in the human 
male germline (15,16,20). Taking into account that the 
understanding of the functions of DDX3X at the late 
stages of human spermatogenesis is rudimentary, the 
employment of the Drosophila model may contribute 
to elucidation of DDX3 protein functions in the 
maintenance of spermatogenesis in humans.

4. Conclusions

The data presented by Ramathal and coworkers clearly 
demonstrate that DDX3Y expression is enough for 
driving germ cell differentiation of AZFa-deleted 
iPSCs and for induction of germline developmental 
gene expression (32). The obtained results suggest 
that DDX3Y functions are required during the early 
developmental stage in humans that include a period 
from PGC specification to prospermatogonial cell 
development. The expression of early spermatogonia-
specific marker proteins indicates that DDX3Y-rescued 
GCLCs are able to progress to the prospermatogonial 
stage and that DDX3Y regulates this transition. Taken 
together, these results demonstrate for the first time that 
DDX3Y has essential functions in early male germline 
development in humans.
 It has previously been assumed that DDX3Y protein 
is involved in the control of premeiotic proliferation 
of germ cells (16). To date, regulation of the cell cycle 
in human spermatogonia is poorly understood (47). 
A disruption of the Drosophila DDX3Y homologue 
Belle leads to severe germ cell loss through apoptosis 
in the testes, while somatic cyst cells are retained intact 
(34). Considering that cyst cells in Drosophila testes 
appear to be the functional analogs of Sertoli cells of 
mammalian testes, this phenotype mimics that of SCOS 
in humans with DDX3Y expression failure as a result 
of a corresponding deletion. Taking into account the 
conserved nature of DDX3 proteins in eukaryotes, Kotov 
and coworkers (34) demonstrate that Belle is required 
cell-autonomously for mitotic progression and survival 
of GSCs and spermatogonia as the upstream regulator of 
mitotic cyclin expression. These results obtained using 

Table 1. Functions of mitotic cyclins in the cell cycle of Drosophila male GSCs

Cyclin

Cyclin A

Cyclin B

Corresponding phase of
cell cycle

end of S – G2 – start of M

M 

Functions

Cyclin A in complex with either Cdc1 or 
Cdc2 takes part in the continuation of S 
phase

Maintenance of centrosome orientation 
in the proximity of the hub-GSC junction 
(centrosome orientation checkpoint)

Cyclin B-Cdc2 complex is responsible 
for entry into mitosis

Defects in male GSCs maintenance owing to 
the disruption of cyclin expression

centrosome misorientation

G2-M transition arrest

Loss of GSCs and germ cells of subsequent 
stages through cell death

Ref.

(44)

(34,45,46)
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the Drosophila model support the importance of the tight 
regulation of mitotic cyclins in the fate determination 
of early germ cells. Both papers discussed here provide 
a significant insight into the functions of DDX3Y in 
spermatogenesis, suggesting that DDX3Y must be 
considered as en essential contributor to early male germ 
cell development and maintenance.
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1. Introduction

In aging societies, end-of-life (EOL) care is an important 
issue, especially in nursing home settings (1). A 
nursing home is internationally defined as a facility 

with a domestic-style environment that provides 24-
hour functional support for frail elderly residents who 
require assistance due to losing capacity and having 
complex health needs, including dementia (2,3). Due to 
the aging populations in many developed countries, the 
demand for nursing home care is increasing. However, 
nursing home residents in Japan, the United States, the 
United Kingdom, and many other developed countries 
are transferred involuntarily to a hospital at their EOL, 
against their living wills (4-11). In a Japanese nationwide 
study in 2006, among nursing home residents who were 
dying, fewer residents were dying in nursing homes 
(30.9%) compared with residents who were dying in a 
hospital (43.8%) (12). 

Summary The end-of-life (EOL) care bonus introduced by the Japanese government works as a 
financial incentive and framework of quality preservation, including advance care planning, 
for EOL care among nursing home residents. This study aims to clarify the effects of the 
EOL care bonus in promoting EOL care in nursing homes. A longitudinal observational 
study using a questionnaire was conducted. We invited 378 nursing homes in Kanagawa 
prefecture in Japan, a region with a rapidly aging population, to participate in the study. 
The outcome was the number of residents dying in nursing homes from 2004 to 2014. In a 
linear mixed model, fixed-effect factors included year established, unit care, regional elderly 
population rate and hospital beds, adjacent affiliated hospital, full-time physician on site, 
physician's support during off-time, basic EOL care policy, usage of the EOL care bonus, 
EOL care conference, and staff experience of EOL care. A total of 237 nursing home facilities 
responded (62.7%). The linear mixed model showed that the availability of the EOL care 
bonus (coefficient 3.1, 95 % CI 0.67-5.51, p = 0.012) and years of usage of the EOL care 
bonus (p < 0.001) were significantly associated with increased numbers of residents dying in 
nursing homes. Our analysis revealed that the EOL care bonus has the potential to increase 
the number of residents receiving EOL care in nursing homes over several years. EOL care 
conferences, physician support for emergency care during off-time, and the presence of an 
adjacent affiliated hospital may also increase the number of residents receiving EOL care in 
nursing homes. These results suggest that a government financial incentive may contribute to 
effective EOL care among nursing home residents in other developed countries with rapidly 
aging populations.
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 Based on the fact that many residents were dying in 
hospitals against their wishes, taking into account the 
quality and quantity of EOL care in Japanese nursing 
homes, the EOL care bonus was established in 2006 
(13,14). The primary role of the bonus is as a financial 
incentive from the Japanese government. A bonus 
payment is made per diem consisting of 800 Yen ($7US) 
between 29 to 3 days before the date of death, 6,800 Yen 
($62) 2 to 1 days before the date of death, and 12,800 
Yen ($116) on the date of death. The bonus can be 
retrospectively billed for 30 days up to a total of 48,000 
Yen ($436) per resident by the government to the facility 
(13). The secondary role of the bonus is as a framework 
for quality preservation, for EOL care in nursing homes. 
Facilities must meet the following five eligibility 
criteria (13) to receive the bonus: employing a full-time 
registered nurse onsite, having a 24-hour call system for 
nurses, having a basic policy for EOL care that needs 
to be explained to residents and/or their families on 
admission, organizing training courses on EOL for the 
staff, and having an individual room for EOL care. In 
addition, residents must also meet the following three 
criteria: diagnosed with an incurable condition by a 
physician, have an EOL care planning provision in place 
with consent from the resident or the resident's family, 
and an explanation of, and the family's consent to EOL 
care must have been given/acquired for the duration of 
care (13).
 A previous study in Japan showed that facility 
characteristics that are related to dying in nursing homes, 
included policies of providing EOL care, physicians 
being based in home care supporting clinics, and 
location in a region with more nursing home beds or 
fewer hospital beds (15,16). In other literature, the EOL 
care bonus by the Japanese government had been just 
introduced (17,18); however, there have been no studies 
concerning how the EOL care bonus has affected the 
promotion of EOL care in nursing homes. If it is revealed 
that the bonus by the Japanese government promotes 
EOL care in nursing homes, it may contribute to effective 
EOL care in nursing homes in other developed countries 
with a rapidly aging population. Therefore, the present 
study was conducted to identify whether the EOL care 
bonus promotes EOL care in nursing homes, by using 
retrospective longitudinal data.

2. Materials and Methods

2.1. Setting and subjects

Data were collected from the Kanagawa prefecture: 
a region with a population of 9 million, an elderly 
population rate of 21.5% in 2012 (19), and is estimated to 
have the highest increase in elderly population rate over 
the next 20 years (20). All of the residents of 378 nursing 
homes in Kanagawa prefecture were included, based on 
the Long-term Care Insurance Services Informational 

Publication System (21) as of November 2015. We 
requested the cooperation of directors of the Health 
and Welfare Departments in Yokohama city, Kawasaki 
city, Yokosuka city, and Sagamihara city, Kanagawa 
prefecture.

2.2. Measures and questionnaire

We conducted a pilot survey in order to draft an 
appropriate questionnaire for the main prefecture-
wide survey. The pilot survey was conducted in August 
2014 and included visits to two nursing homes and a 
questionnaire for the managers of 14 nursing homes. 
Based on the pilot survey, we mailed the revised 
questionnaire to the managers of all 378 nursing homes, 
divided five times for each jurisdictional area in the 
prefecture. The questionnaires were distributed between 
November 2015 and January 2016. After repeated 
requests by fax and phone in less responsive areas, the 
completed questionnaires were returned to our research 
office by the beginning of May 2016. 
 The questionnaire was based on a previous study 
(15) and gathered information relating to the number of 
residents who were discharged and the characteristics 
of the facility, such as staffing and the nature of EOL 
care. Residents who were discharged during the 11 
fiscal years from 2004 to 2014, were divided into three 
discharge categories: due to death, transferred to a 
hospital, or other reasons. Those residents, due to death 
and residents dying in a nursing home were categorized 
as receiving EOL care in a nursing home.

2.3. Ethical considerations

The study was approved by the institutional review 
boards of the university (No. A140522015, approved on 
24th July 2014). Nursing home facilities' consent was 
implied by the return of the questionnaires.

2.4. Statistical analysis

A multi-level analysis was conducted using a linear 
mixed-effects model. The dependent variable was the 
number of EOL care residents dying per 100 beds in a 
nursing home. Fixed-effect factors included the year the 
facility was established, adoption of unit care, the elderly 
population rate in the region of the facility, number of 
hospital beds in the region of the facility, the presence 
of an adjacent affiliated hospital, the presence of a full-
time physician on site, physician's support during off-
time, basic policy for EOL care, usage of the EOL care 
bonus, conferences for EOL care, nurses' experience of 
EOL care, and caregivers' experience of EOL care (Table 
1). The year established was compared by dividing it 
into before and after the introduction of the EOL care 
bonus in 2006. Adoption of unit care required the facility 
to have all single rooms with a common living and 
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Table 1. Facility characteristics of nursing homes

Items

Outline of facility
     Year established 
            Before 2005
            After 2006
            Unknown
     Unit care
            Yes
            No
            Unknown
     Individual room (median, IQR)*
            Yes
            No
            Unknown
Region of facility
     Elderly population rate (median, IQR)
     Number of hospital beds per 10 million population (median, IQR)
     Adjacent affiliated hospital
            Yes 
            No
            Unknown
Staffing
     Full-time physician on site
            Yes
            No
            Unknown
     Physician's support for emergency care during off-time
            Only support by calling
             No support
            Full-time support
            Unknown
     Full-time nurse on site* (mean ± SD)
            Yes
            No
            Unknown
EOL care
     Basic policy for EOL care (on 2015)
            Providing EOL care in the nursing home
            Transfer to a hospital
            No explicit policy
            Unknown
     Usage of EOL care bonus (on 2015)
            Yes
            To be prepared
            No
            Unknown
     Preference documented*
            Yes
            No
            Unknown
     Explanation of EOL care on nursing home admission*
            Yes
            Yes, but not always
            No
            Unknown
     Training course of EOL care*
            Yes
            No
            Unknown
     Conference for EOL care (in 2015)
            Yes
            No
            Unknown
     Nurses' experience of EOL care
            No
            1-4 times
            ≥ 5 times
            Unknown
     Caregivers' experience of EOL care
            No
            1-4 times
            ≥ 5 times
            Unknown

Total (n = 237)

154 (65.0 %)
  80 (33.8 %)
    3 (1.3 %)

104 (43.9 %)
131 (55.3 %)
    2 (0.8 %)
23, 4 - 88
207 (87.3 %)
  26 (11.0 %)
    4 (1.7 %)

19.6, 17.2 - 22.3 %
766, 746 - 857

  12 (5.1 %)
223 (94.1 %)
    2 (0.8 %)

  14 (5.9 %)
221 (93.2 %)
    2 (0.8 %)

119 (50.2 %)
  67 (28.3 %)
  49 (20.7 %)
    2 (0.8 %)
3.3 ± 1.5
231 (97.5 %)
    1 (0.4 %)
    5 (2.1 %)

154 (65.0 %)
  57 (24.1 %)
  24 (10.1 %)
    2 (0.8 %)

143 (60.3 %)
  38 (16.0 %)
  55 (23.2 %)
    1 (0.4 %)

162 (68.4 %)
  57 (24.1 %)
  18 (7.6 %)

189 (79.7 %)
  22 (9.3 %)
  20 (8.4 %)
    6 (2.5 %)

208 (87.8 %)
  28 (11.8 %)
    1 (0.4 %)

157 (66.2 %)
  63 (26.6 %)
  17 (7.2 %)

  40 (16.9 %)
  27 (11.4 %)
159 (67.1 %)
  11 (46.4 %)

  38 (16.0 %)
  61 (25.7 %)
125 (52.7 %)
  13 (5.5 %)

End-of-life care bonus includes the factors marked *. EOL: end-of-life; IQR: interquartile range; SD: standard deviation.
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dining room per 10 beds. It is desirable that the EOL 
care conference includes the physician, nurse, caregiver, 
care manager, social worker, resident (if possible), and 
resident's family. For every area in a prefecture, the 
elderly population rate and number of hospital beds were 
calculated in every fiscal year using local government 
data (22,23). The basic policy, usage of the EOL care 
bonus, and usage of the conferences for EOL care were 
additionally examined for every year measured. Because 
the facility criteria of the EOL care bonus included the 
presence of individual rooms, the presence of a full-
time nurse on site, documentation of the resident or 
family preference for EOL care, an explanation of EOL 
care on nursing home admission, and an EOL training 
course, these factors were excluded from the multi-level 
analysis. All data analyses were performed using the 
SPSS software version J21 (IBM, Tokyo, Japan). A p 
value of < 0.05 was considered statistically significant 
for all analyses.

3. Results

Among all 378 nursing home facilities in the prefecture, 
237 facilities (62.7%) responded by mail, fax, or email. 
However, the remaining 141 facilities (37.3%) did not 
return the questionnaire. Among residents who were 
discharged during the 11 fiscal years from 2004 to 2014, 
the death group increased annually from 68.4% to 71.9%, 
the transferal to hospital group decreased annually from 
28.7% to 24.6%, and the other reasons group had an 
unremarkable change of about 3.0%.

3.1.1. Facility characteristics

The national government subsidized 230 facilities 
(97.0%), 5 (2.1%) facilities were subsidized by the local 
government, and the funding status of 2 (0.8%) facilities 
was unknown. Many facilities were established around 
2006 upon the initiation of the EOL care bonus (median, 
interquartile range [IQR]: 2002, 1992-2008). The mean 
number of beds was 89.2 (standard deviation [SD]: 34.6). 
Individual rooms were adopted by 237 (87.3%) nursing 
homes and the median was 30 (IQR: 8-98) rooms.

3.1.2. Region of facility

Based on Kanagawa prefecture government data, we 
conducted a descriptive analysis that revealed the 
regional characteristics of all local municipalities. At 
the municipal level, there were large differences in 
elderly population rates ranging from 12.9% to 26.0% 
in 2004 (22). During the 11-year period, rates in all 
local municipalities increased (mean, SD: 1.5, 0.2 
times), and ultimately reached from 19% to 37.4% in 
2014. However, the number of hospital beds in all local 
municipalities did not obviously increase (mean, SD: 1.0, 
0.2 times) (23).

3.1.3. Staffing

The mean number of caregiver staff was 48.5 (SD: 20.3) 
persons, and the mean number of full-time caregivers 
on site was 33.5 (SD: 14.9) persons. The mean number 
of nursing staff was 6.4 (SD: 2.5) persons, and the 
number of full-time nurses on site was 3.3 (SD: 1.5) 
persons. One hundred ninety-three facilities (81.4%) 
were on call during the night. Physicians in 111 (46.8%) 
facilities worked once every week.

3.2. EOL care

Most facilities provided EOL care in the nursing home 
(65.0%) and used the EOL care bonus (60.3%) (Table 1). 
Regarding the EOL care policy if a patient or the family 
wanted the patient to die at the nursing home, there 
were 201 (84.8%) acceptable facilities, 9 (3.8%) were 
acceptable only with family cooperation, and 26 (11.0%) 
facilities were not acceptable.

3.3. Trends for residents dying in nursing homes

During the period from the initiation of the EOL care 
bonus in 2006 until 2014, the mean annual number of 
residents receiving EOL care in nursing homes increased 
at a rate that was proportional to the progressive increase 
in the annual mean usage rates of the EOL care bonus 
(Figure 1). However, there were differences in each fiscal 
year between the number of residents dying in nursing 
homes and the number of residents who adopted the 
EOL care bonus (Figure 1). In addition, among the dying 
residents, the ratio of residents who died in a hospital 
progressively decreased from 2004 to 2014 (Figure 2). 
However, the ratio of residents who died in nursing 
homes progressively increased and the predominant 

Figure 1. Trends of end-of-life care in nursing homes. 
The trends are presented for the facilities that reported the 
number of residents dying in nursing homes and the number 
of residents who adopted the EOL care bonus. The numbers 
of residents per 100 beds progressively increased from the 
initiation of the EOL care bonus in 2006.
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location where the resident died switched from hospitals 
to nursing homes after the initiation of the EOL care 
bonus.

3.4. The effect of the EOL care bonus in the linear mixed 
model

The linear mixed model showed that the availability of 
the EOL care bonus (coefficient 3.1, 95% confidence 

interval [CI] 0.67-5.51, p = 0.012) and the years of 
usage of the EOL care bonus (each coefficient in Table 
2, p < 0.001) were significant factors associated with 
increasing numbers of residents dying in nursing homes 
(Table 2). During the years of usage of the bonus, the 
coefficients increased yearly for 6 years from the onset 
of usage of the bonus (Table 2). 
 In the fixed-effect factors, apart from EOL care 
bonus availability and years of usage, presence of an 
adjacent affiliated hospital (coefficient 3.2, 95% CI 
0.12-6.26, p < 0.001), full-time physician support for 
emergency care during off-time (coefficient 5.4, 95% 
CI 2.76-8.05, p < 0.001), and EOL care conferences 
(coefficient 2.0, 95% CI 1.00-3.01, p < 0.001) were 
significant factors associated with increasing numbers 
of residents dying in nursing homes (Table 2).

4. Discussion

4.1. Summary and interpretation of the findings

In the results of the trends in Figure 1, the number of 
residents receiving EOL care in nursing homes had 
progressively increased after the initiation of the EOL 
care bonus. However, because one-third of the nursing 
homes in the area were established recently, as described 
in Table 1, this might have affected the increase in the 
number of residents receiving EOL care in nursing 
homes. Additionally, the results of the ratio of death place 
of nursing home residents suggests that provision of EOL 

Table 2. Results of multi-level mixed-effects linear regression

Items

Time
Outline of facility
     Year established before 2006
     Unit care
Region of facility
     Elderly population rate >75th quartile 
     Number of hospital beds per 10 million population >75th quartile 
     Adjacent to affiliated hospital
Staffing
     Full time physician on site
     Full time physician support for emergency care during off-time
EOL care
     Basic policy of providing EOL care in nursing home
     Availability of EOL care bonus 
     Years of usage of EOL care bonus (year)
          0
          1
          2
          3
          4
          5
          6
          7
          8
          9
     Conference for end-of-life care
     Nurses' experience of EOL care ≥5 times
     Caregivers' experience of EOL care ≥5 times

Coefficient

  2.4
- 0.5

  0.6
  1.2
  3.2

  0.2
  5.4

  0.2
  3.1

- 0.5
  0.9
  1.4
  2.0
  3.5
  4.6
  3.4
  5.9
  3.0
  2.0
  1.9
  0.1

  95 % CI

(- 0.50-5.38)
(- 3.12-2.12)

(- 1.17-2.44)
(- 0.79-3.28)
(0.12-6.26)

(- 3.71-4.08)
(2.76-8.05)

(- 1.29-1.77)
(0.67-5.51)

(- 2.93-1.88)
(- 1.67-3.38)
(- 1.15-3.93)
(- 0.58-4.67)
(0.84-6.19)
(1.80-7.34)
(0.42-6.34)
(2.74-9.00)
(- 0.24-6.27)
(1.00-3.01)
(- 0.58-4.34)
(- 2.43-2.70)

The mixed-effects model analysis included all the factors except for EOL bonus criteria in Table 1. EOL: end-of-life.

p value

0.104

0.103
0.705

0.225
0.386
0.042*

0.926
< 0.001*

0.76
0.012*
<  0.001*

< 0.001*
0.128
0.075

Figure 2. Ratio of number of deaths in nursing homes and 
hospitals after the initiation of the end-of-life care bonus. 
This figure presents the trends for the facilities that reported 
both the numbers of residents dying in nursing homes and in 
hospitals. The ratio of the residents dying in nursing homes 
increased and showed an inversion phenomenon compared 
with those dying in hospitals.
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care in nursing homes progressively increased compared 
to those transferred and deaths in a hospital from 2004 to 
2014 (Figure 2). Both results of trends showed that not 
only did the numbers increase, but the ratio of residents 
receiving EOL care in nursing homes also increased after 
the initiation of the EOL care bonus.
 The results of the linear mixed model showed that 
both the availability of the EOL care bonus and the 
number of years the EOL care bonus had been used were 
significant factors associated with increasing numbers 
of residents receiving EOL care in nursing homes. Over 
the 6-year period that the EOL care bonus was used, 
numbers of residents receiving EOL care in nursing 
homes experienced a consecutive year-on-year increase. 
In addition, EOL care conferences, physician support for 
emergency care during off-time, and the presence of an 
adjacent affiliated hospital were also significant factors 
associated with numbers of residents receiving EOL 
care in nursing homes.
 Therefore, our analysis revealed that the EOL 
care bonus has the potential to increase the number of 
residents receiving EOL care in nursing homes over 
several years. EOL care conferences, physician support 
for emergency care during off-time, and the presence 
of an adjacent affiliated hospital may also increase the 
number of residents receiving EOL care in nursing 
homes. 

4.2. Comparison with other studies

Due to the cooperation of the local government's 
directors, the questionnaire response rate (62.7%) was 
higher than what would be expected, compared with a 
general survey study; thus, the study has high internal 
validity. In addition, this prefecture was the region with 
the most rapid increase in the elderly population rate 
(20), and with the lowest number of hospital beds in 
Japan (24). Therefore, the role of nursing homes in the 
region is important for EOL care in frail elderly people. 
Furthermore, the results can help provide comprehensive 
EOL care in regions with rapidly aging populations. 
 In the present study, only the presence of an 
adjacent affiliated hospital was consistent with the 
findings of previous studies (15,16,25,26). These 
studies showed that facility determinants of dying in 
nursing homes were the existence of a basic policy for 
EOL care, a physician based in a home care supporting 
clinic, location in a rural region, being adjacent to an 
affiliated hospital, being government-owned, location 
in regions with more nursing home beds, and location 
in regions with fewer hospital beds. However, EOL care 
in nursing homes was not associated with other factors 
in multi-levels analysis (Table 2) or in crude models 
(data not shown). Our study analyzed facility factors 
associated with the number of EOL care residents in 
their facilities. Thus, the study design did not assess 
resident factors known to be associated with EOL 

care in nursing homes, including having an end-stage 
disease, not having pneumonia as the cause of death, 
the process of decision-making in their EOL (defined as 
"advance care planning") among residents or the family, 
ethnicity, race, lower activities of daily living, lower 
cognitive status, older age, and full-time physician 
support (15,24,27-30). To the best of our knowledge, 
there have been no original articles about the EOL care 
bonus by a national government. Therefore, this study 
was the first multi-level analysis using a linear mixed 
model about the effects of an EOL care bonus by a 
national government. 

4.3. Possible reasons related to EOL care in nursing 
homes by the EOL care bonus 

According to us, the reason for increasing numbers 
of residents receiving EOL care in nursing homes 
was reflected by the two roles of the EOL care 
bonus: financial incentive and framework for quality 
preservation. The financial incentive by government 
might be attractive for nursing home managers. We 
speculated that assuring the framework for quality 
preservation of EOL care due to eligibility criteria of 
the bonus might make the implementation of EOL care 
in nursing homes easier, which could not have been 
achieved before the availability of the EOL care bonus.
 The eligibility criteria for the bonus include the 
process of decision-making during EOL, defined as 
advance care planning (ACP), as one of the factors 
preserving the quality of EOL care in nursing homes. 
Since most elderly people who require a discussion about 
their EOL care have insufficient ability to make decisions 
(31), ACP is important (32-36). In nursing home settings, 
it is also effective in fulfilling residents' wishes for their 
EOL care and avoiding undesired medical treatment 
(11,37); however, ACP had been not widespread among 
nursing homes in developed countries including Japan 
(11,38,39). Therefore, we speculate that assuring the 
framework for quality preservation, including ACP, by 
the bonus might contribute to increasing the number of 
residents receiving EOL care in nursing homes. 
 
4.4. Areas for future research

Based on the present study, we propose three future 
research areas. First, it is valuable to clarify the two 
roles of the EOL care bonus, i.e., financial incentive 
and framework for quality preservation including ACP, 
as having an effect on EOL care in nursing homes, as 
speculated above. Second, if the quality preservation by 
the bonus will contribute to increasing the number of 
residents receiving EOL care in nursing homes, a study 
is needed to assess the outcomes regarding satisfaction 
of the resident or their families with the EOL care 
bonus. Third, we propose other nationwide prospective 
studies demonstrate how an EOL care bonus contributes 
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to reducing undesired transfers to hospitals and a 
widespread framework of quality preservation for 
EOL care including ACP. EOL care bonuses provided 
by national governments might improve care and 
reduce unnecessary complications and expenditures on 
preventable hospitalizations of nursing home residents 
in other developed countries.

4.5. Limitations of the study

The present study has several limitations. First, due to the 
nature of a longitudinal study using a questionnaire, there 
was a considerable amount of missing data, especially 
in the fiscal years predating the earliest years. Second, 
nursing homes that were assertive about providing EOL 
care in their facilities might have been more likely to 
respond to our questionnaires, which may have resulted 
in socially desirable responses, meaning that there 
may have been a bias in which facilities consented to 
participate. Third, the present study was undertaken in 
one prefecture only, and there may have been a bias 
in the selection of facilities. Fourth, the results of the 
study cannot explain the causal relationships due to the 
retrospective design. Therefore, prospective studies in 
other developed countries are needed.

5. Conclusions

Our analysis revealed that EOL care bonus has the 
potential to increase the number of residents receiving 
EOL care in nursing homes over several years. Owing 
to the increasing number, the EOL care bonus might 
improve the quality of EOL care in nursing homes, 
due to eligibility criteria. As a result, an EOL care 
bonus might promote quantity and quality of EOL 
care in nursing homes in an aging society. In addition, 
EOL care conferences, full-time physician support for 
emergent care during off-time, and being adjacent to an 
affiliated hospital may also contribute to EOL care in 
nursing homes.
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1. Introduction

Highly active antiretroviral therapy (HAART) has led to 
a dramatic decline in mortality among people living with 
human immunodeficiency virus (HIV) infection (PLWH) 

or acquired immune deficiency syndrome (AIDS) (1), 
with improved life expectancy approaching that of 
the general population (2). As a large multinational 
study from prior to 1995 to 2006 indicated, the excess 
mortality rate among HIV-infected individuals decreased 
from 40.8 to 6.1 per 1000 person-years (3).
 In the current HAART era, AIDS is more like 
a chronic manageable disease rather than a rapidly 
progressing and fatal one (2). Therefore, the focus 
of HIV/AIDS care has been shifting from inpatient 
medical treatment to outpatient-based chronic disease 
management. However, the hospitalization rate and 
inpatient mortality rate remained higher in PLWH despite 
increasing accessibility to HAART in comparison to 

Summary Globally, the overall mortality rate among HIV-infected patients has significantly declined 
during the HAART era. Deaths among HIV-infected inpatients need to be characterized in 
order to formulate intervention strategies to further improve medical care for this population 
and their prognosis. In the current study, deaths among HIV-infected inpatients from 2006 
to 2015 at a medical center for HIV infection and AIDS patient care in Shanghai, China were 
retrospectively analyzed. Trends in mortality rates and the proportion of deaths caused by 
AIDS or non-AIDS-related illnesses were evaluated. A bivariate analysis was performed to 
identify the demographic and clinical factors associated with AIDS or non-AIDS-related 
deaths among HIV-infected inpatients. Among 6,473 HIV-infected patients who were 
discharged from 2006 to 2015, 326 deaths (5.04%) were identified. The yearly mortality rate 
declined significantly over time (χ2 = 34.41, p < 0.001). Results revealed that most deaths were 
attributed to AIDS-related illnesses (76.9 %, 233/303), and the proportion of causes of death 
did not change significantly over time (χ2 = 13.847, p = 0.127). Bivariate analysis identified 
characteristic factors associated with AIDS-related mortality. Compared to patients who died 
of non-AIDS illnesses, patients who died of AIDS-related illnesses had a CD4+ T cell count 
lower than 50 cells/μL (OR 4.587, 2.377-8.850) and fewer liver (OR 0.391, 0.177-0.866) or 
renal comorbidities (OR 0.188, 0.067-0.523) on admission. Results indicated that the overall 
in-hospital mortality rate among HIV-infected patients has declined over the past decade. 
However, AIDS-related illnesses were still the major causes of deaths among HIV-infected 
inpatients, suggesting that further efforts are needed to improve AIDS care in China.
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either the general population or HIV-negative individuals 
(4-6).
 Deaths among HIV-infected inpatients during 
the HAART era need to be characterized in order to 
formulate intervention strategies to improve medical care 
and further reduce mortality in this population. Recent 
studies examining deaths of HIV-infected inpatients in 
the United States revealed that the in-hospital mortality 
rate declined significantly and that major causes of 
deaths had shifted to non-AIDS-related diseases (4,7). 
In settings with limited medical resources such as sub-
Saharan Africa, the in-hospital mortality rate among HIV-
infected adults remained high and AIDS-related illnesses 
still caused most deaths (8). To the extent known, the 
mortality trends or the causes of death among Chinese 
HIV-infected inpatients have seldom been reported 
during the HAART era. The current study retrospectively 
reviewed the outcomes, calculated the mortality, and 
analyzed the causes of death in HIV-infected inpatients at 
a medical center for HIV infection and AIDS in Shanghai 
over the past decade (2006-2015).

2. Materials and Methods

2.1. Subjects

This study was conducted at the Shanghai Clinical 
Center for Public Health (SCCPH), a tertiary care 
hospital affiliated with Fudan University. The SCCPH is 
the only designated medical institution that has provided 
outpatient and inpatient care for PLWH in Shanghai 
since the 1990s. Currently, about 6,000 HIV-infected 
patients in Shanghai are being regularly followed by the 
SCCPH. In 2015, more than 1,300 HIV-infected patients 
were admitted for AIDS or non-AIDS-related illnesses. 
All deaths of HIV-infected inpatients at the SCCPH 
from January 1, 2006 to December 31, 2015 were 
retrospectively reviewed. This study was approved by 
ethics committee of the SCCPH.

2.2. Data collection

A standardized data collection tool was used to abstract 
demographic characteristics (i.e. age, gender, duration 
of hospital stay), medical comorbidities besides AIDS-
related diseases (cardio-cerebrovascular disease including 
hypertension, congestive heart failure, myocardial 
infarction, and stroke; diabetes mellitus; pulmonary 
disease including chronic obstructive pulmonary disease 
and asthma; liver disease including chronic hepatitis B 
or C and liver cirrhosis; kidney dysfunction defined by 
serum creatinine > 1.5 mg/dL; and anemia defined as 
hemoglobin < 100 g/L; thrombocytopenia defined as a 
blood platelet count < 100 × 109/L), a history of HAART 
administration, and the CD4+ T cell count on admission.
 Two HIV-trained clinicians independently identified 
the causes of deaths based on clinical, laboratory, 

radiological, and microbiologic data through a 
comprehensive review of medical records. If there 
was disagreement over the cause of death, the final 
determination was made by consensus between the 
two clinicians. The causes of deaths were classified 
as AIDS-related or non-AIDS-related illnesses based 
on published definitions. Death caused by one of the 
Centers for Disease Control and Prevention (CDC) 
category C diseases was defined as AIDS-related 
death (9,10). Non-AIDS illnesses included non-AIDS 
infections, cardiovascular disease, liver disease, non-
AIDS malignancy, renal disease, gastrointestinal 
hemorrhage, and trauma. Infectious etiologies not on the 
list of AIDS-defining conditions were classified as non-
AIDS infection, e.g. sepsis and non-recurrent bacterial 
pneumonia (4). Cardiovascular disease was deemed to 
cause death if patients had one of the following clinical 
manifestations: cardiac arrest, ischemic or hemorrhagic 
stroke, congestive heart failure, myocardial infarction, or 
cardiac arrhythmia. Death from liver disease was deemed 
to occur when one of the following manifestations 
occurred with underlying liver disease: coagulopathy, 
bleeding esophageal varices, hepatic encephalopathy, 
hepatorenal syndrome, or spontaneous bacterial 
peritonitis. Death from renal disease was defined as 
death from primary renal failure. Deaths caused by 
gastrointestinal bleeding without underlying liver disease 
were attributed to gastrointestinal hemorrhage.

2.3. Statistical analysis

Statistical analysis was performed using SPSS version 
19.0 for Windows. Overall or yearly mortality rates 
were calculated as the percentage of deaths overall or 
yearly among patients who were diagnosed with an 
HIV infection or AIDS and discharged (4,7). The chi-
squared test was used to compare categorical variables, 
and group comparisons of quantitative variables were 
performed using a parametric (analysis of variance) or 
nonparametric technique (Wilcoxon test) in accordance 
with the distribution of the variable. Bivariate analysis 
was used to determine factors associated with AIDS 
versus non-AIDS-related deaths in the cohort.

3. Results

3.1. Mortality among HIV-infected inpatients

In total, there were 326 in-hospital deaths among 6,473 
HIV-infected patients discharged from the SCCPH 
from 2006 to 2015 (Figure 1), with an overall mortality 
rate of 5.04% (326/6,473). Notably, the mortality rate 
among HIV-infected inpatients (χ2 = 34.41, p < 0.001) 
tended to decline during this period, in which the 
yearly inpatient mortality rates were 12.33% (9/73), 
8.84% (16/181), 8.2% (25/305), 5.74% (24/418), 6.67% 
(37/555), 4.42% (31/701), 5.44% (46/845), 4.49% 
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(42/935), 4.70% (54/1,148), and 3.20% (42/1,312), 
respectively (Figure 2).

3.2. Analysis of causes of death

Out of 326 deaths of HIV-infected patients, 23 lacked 
medical information integral to the assessment of the 
cause of death, so those deaths were excluded from 
further analysis (Figure 1). The remaining 303 deaths 
were included in the all-cause mortality analysis, and 
the demographic and clinical characteristics of these 
deaths are summarized in Table 1. The vast majority 

Figure 1. Flow for identifying the study population. Among 
6,473 HIV-infected patients who were discharged from the 
SCCPH from 2006 to 2015, there were 326 deaths. In 23 
deaths, medical information integral to the assessment of the 
cause of death was lacking, so those deaths were excluded. The 
remaining 303 deaths were included in an all-cause mortality 
analysis. Of those deaths, 233 were caused by AIDS-related 
illnesses (76.9%) while the remaining 70 were non-AIDS-
related.

Figure 2. Yearly mortality rates among HIV-infected 
inpatients from 2006-2015. The yearly inpatient mortality rate 
declined from 12.33% in 2006 to 3.20% in 2015.
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of these patients were male (90.4%, 274/303), with a 
median age of 48 years (IQR 37-56 years). Of those 
patients, 62 (62/303, 20.5%) were taking HAART when 
admitted. The median CD4+ T cell count on admission 
was 20 cells/μL (IQR 7-66 cells/μL) and the duration of 
hospitalization was 15 days (IQR 7-30 days). Variables 
other than liver comorbidities on admission did not 
change significantly over the 10-year period.
 All causes of the 303 deaths that were analyzed 
are summarized in Table 2. Major causes of death 
were AIDS-related illnesses (76.9%, 233/303), with 
Pneumocystis pneumonia (PCP) (26.4 %, 80/303) and 
recurrent bacterial pneumonia (10.2%, 31/303) as the 
two most common causes followed by nontuberculous 
mycobacteria (NTM) or Mycobacterium tuberculosis 
(MTB) infection (18.5%, 56/303), and AIDS-related 
encephalopathy (15.5%, 47/303) including progressive 
multifocal leukoencephalopathy, cryptococcal meningitis, 
cerebral toxoplasmosis, and CMV encephalitis. Other 
less frequent AIDS-related causes of death were AIDS-
related malignancy (5.9%, 18/303) (i.e. Kaposi sarcoma 
and non-Hodgkin's lymphoma) and wasting syndrome 
due to AIDS (0.4%, 1/303). A point worth noting is that 
non-AIDS-related illnesses caused roughly 1/4 (23.1%, 
70/303) of the inpatient deaths at the SCCPH. Sepsis 
(5.9%, 18/303) and liver diseases (3.6%, 11/303) were 
the two major non-AIDS-related causes of death. Other 
common causes were non-recurrent bacterial pneumonia 
(3%, 9/303), gastrointestinal hemorrhage (2.6%, 
8/303), non-AIDS-related malignancy (2.3%, 7/303), 
cardiovascular disease (2%, 6/303), renal disease (1.7%, 
5/303), and trauma (0.7%, 2/303). The remaining non-
AIDS-related deaths was caused by other comorbidities 

(1.3%, 4/303) such as bacterial meningitis, acute 
myelitis, a neurological disorder, and malaria. As shown 
in Figure 3, the proportion of AIDS-related or non-AIDS-
related deaths did not change significantly over time (χ2 = 
13.847, p = 0.127).

3.3. Characteristic factors associated with AIDS-related 
or non-AIDS-related deaths

Compared to patients who died from non-AIDS-related 
illness, patients who died from AIDS were younger 
(median age: 47 vs. 51 years, p = 0.017), they had a 
lower CD4+ T cell count (median 17 vs. 69 cells/μL, p < 
0.001), and they were less likely to be receiving HAART 
(16.3% vs. 34.3%, p = 0.001) on admission. In contrast, 
comorbidities on admission including kidney dysfunction 
(27.1% vs. 3.9%, p < 0.001), cardia-cerebrovascular 
disease (21.4% vs. 6.9%, p < 0.001), diabetes mellitus 
(15.7% vs. 5.2%, p = 0.003), anemia (51.4% vs. 27.9%, 
p < 0.001), thrombocytopenia (35.7% vs. 20.2%, p = 
0.007), and liver disease (24.3% vs. 14.2%, p = 0.045) 
were more common among non-AIDS-related deaths 
(Table 3). 
 The factors associated with the cause of death were 
further analyzed using multivariate logistic regression 
(Table 3). Factors including a CD4+ T cell count < 50 
cells/μL (OR: 4.587; 95% CI: 2.387-8.815) and fewer 
comorbidities such as liver (OR: 0.402; 95% CI: 0.182-
0.886) and kidney comorbidities (OR: 0.192; 95% 
CI: 0.069-0.535) on admission were independently 
associated with AIDS-related deaths.

4. Discussion

A comprehensive awareness of the deaths among 
HIV-infected inpatients is believed to be essential 
to improving the outcomes and quality of medical 
care provided by medical personnel. However, a 
nationwide study of the details of deaths among HIV-
infected inpatients in China still needs to be conducted. 

Figure 3. Trends in deaths caused by AIDS versus non–
AIDS illnesses from 2006-2015. The proportion of AIDS-
related and non-AIDS-related deaths did not differ significantly 
over time.

Table 2. Causes of death among HIV-infected inpatients 
from 2006 to 2015

Cause of death

AIDS-related death
     Pneumocystis jirovecii pneumonia
     NTM/MTB infectiona

     AIDS-related encephalopathyb

     Recurrent bacterial pneumonia
     AIDS-related malignancyc

     Wasting syndrome
Non-AIDS-related death
     Sepsis
     Liver disease
     Non-recurrent bacterial pneumonia
     Gastrointestinal hemorrhage
     Non-AIDS-related malignancy
     Cardiovascular disease
     Renal disease
     Trauma
     Otherd

Number of patients
n = 303 (%)

233 (76.9) 
  80 (26.4)
  56 (18.5)
  47 (15.5)
  31 (10.2)
  18 (5.9)
    1 (0.4)
  70 (23.1)
  18 (5.9)
  11 (3.6)
    9 (3.0)
    8 (2.6)
    7 (2.3)
    6 (2.0)
    5 (1.7)
    2 (0.7)
    4 (1.3)

aNontuberculous mycobacteria or mycobacterium tuberculosis 
infection. bAIDS-related encephalopathy including progressive 
multifocal leukoencephalopathy, cryptococcal meningitis, cerebral 
toxoplasmosis, and CMV encephalitis. cAIDS-related malignancy 
including Kaposi sarcoma and non-Hodgkin's lymphoma. dIncluded 
bacterial meningitis, acute myelitis, neurological disorders, and malaria.



www.biosciencetrends.com

BioScience Trends. 2017; 11(1):62-68.66

The current study investigated the mortality rate, the 
underlying causes, and the possible factors correlated 
with different causes of death among HIV-infected 
inpatients at the SCCPH. Since the SCCPH is the most 
influential medical center for HIV/AIDS patient care in 
Eastern China, the findings of this study may partially 
depict the outcomes for HIV-infected patients admitted 
for inpatient care during the HAART era in China, and 
especially those with access to vast medical resources.
 Results revealed an overall mortality rate of 5.04% 
for HIV-infected inpatients at the SCCPH from 2006 to 
2015. This rate was higher than that reported in Western 
countries during the HAART era (2-3%) (4,5), but it was 
significantly lower than that reported in sub-Saharan 
Africa (8). Therefore, this difference presumably reflects 
an association between socio-economic status and the 
outcomes of HIV infection to some extent.
 Importantly, a marked decline in the yearly 
mortality rate (from 12.33% in 2006 to 3.2% in 2015) 
among HIV-infected inpatients was noted in the current 
study, and a similar trend has been noted in the West. 
There are several potential explanations for this trend. 
First and foremost, increased accessibility to HAART 
due to promotion of the National Free Antiretroviral 
Therapy Program (NFATP) since 2004 has been crucial 
to improving outcomes for HIV-infected inpatients 
(11,12). Second, the efforts of both government and 
social groups have raised public awareness of HIV 
infection over the last decade (13) and the coverage 
of HIV screening and surveillance has expanded, 
especially among high-risk populations. One recent 
study found that testing for HIV increased more than 
two-fold among men who have sex with men (MSM) 
from 2008 to 2012 in Nanjing, the capital of Jiangsu 
Province in Eastern China, while testing programs 
for MSM were promoted (14). Moreover, the SCCPH 
is the designated medical facility providing inpatient 
care for HIV-infected patients in Shanghai and Eastern 
China, so medical personnel at the SCCPH have gained 

experience managing HIV infection and AIDS-related 
illnesses. This may explain why the survival of HIV-
infected inpatients has improved during the HAART 
era, as a study previously reported (15). 
 The current results revealed that the deaths of HIV-
infected patients admitted to the SCCPH were mainly 
caused by AIDS-related illnesses. Results also revealed 
no significant change in the proportion of causes of death 
due to AIDS or non-AIDS-related illnesses over the last 
decade. Similar results were reported in another study 
investigating outcomes for HIV-infected patients after 
discharge from a hospital in Beijing, the capital of China 
(16). However, the major causes of death among HIV-
infected inpatients in Western countries have shifted to 
non-AIDS-related illnesses during the HAART era, and 
the proportion of non-AIDS-related deaths has increased 
over time (4,7). These differences might be correlated 
with the current status of the HIV epidemic in China. 
A cross-sectional study conducted in 10 provinces of 
mainland China from 2009 to 2010 revealed that more 
than 70% of newly diagnosed cases of HIV infection 
were categorized as late presentation (defined as a 
CD4 count ≤ 200 cells/μL at HIV diagnosis), and the 
study found that late presentation was associated with 
increased AIDS-related morbidity and mortality (17). 
Similarly, another recent study also reported that most 
Chinese HIV-infected patients (72.6%) had a concurrent 
AIDS diagnosis at the time of HIV diagnosis or 
developed AIDS within 1 year after HIV diagnosis (18). 
In contrast, studies conducted in the West reported that 
no more than 30% of HIV-infected individuals presented 
with CD4+ T cells < 200/μL (19). The current study 
also found that most deceased HIV-infected inpatients, 
and especially those who died of AIDS-related illnesses, 
had a low CD4+ T cell count (< 50 cell/μL) and were 
not receiving HAART when admitted. These factors 
are the two biggest risk factors for developing AIDS-
related illnesses such as opportunistic infections 
and malignancies (20,21). Despite the increasing 

Table 3. Univariate and multivariate analysis of clinical characteristics and comorbidities associated with AIDS-related 
deaths

Items

Clinical characteristics
     Male gender
     Age > 60 y
    CD4+ T cell < 50 cells/mm3

    On HAART
Comorbidities
    Cardia-cerebrovascular disease
    Pulmonary disease
    Liver disease
    Kidney dysfunction
    Diabetes mellitus
    Anemia
    Thrombocytopenia

AIDS-related
deaths, n = 233

211 (90.6)
  36 (15.5)
183 (78.5)
  38 (16.3)

  16 (6.9)
    2 (0.9)
  33 (14.2)
    9 (3.9)
  12 (5.2)
  65 (27.9)
  47 (20.2)

Non-AIDS-related 
deaths, n = 70

63 (90.0)
19 (27.1)
26 (37.1)
24 (34.3)

15 (21.4)
  2 (2.9)
17 (24.3)
19 (27.1)
11 (15.7)
36 (51.4)
25 (35.7)

a χ2 test. bMultivariate logistic regression.

 p value

   0.889
   0.026
< 0.001
   0.001

< 0.001
   0.199
   0.045
< 0.001
   0.003
< 0.001
   0.007

    OR (95% CI)

1.006 (0.921-1.099)
0.491 (0.260-0.926)
2.115 (1.548-2.829)
0.476 (0.308-0.735)

0.320 (0.167-0.615)
0.300 (0.043-2.094)
0.583 (0.347-0.982)
0.142 (0.067-0.300)
0.328 (0.151-0.710)
0.542 (0.399-1.147)
0.565 (0.377-0.847)

 p value

   0.777
   0.385
< 0.001
   0.475

   0.310
   0.280
   0.021
   0.001
   0.158
   0.119
   0.389

    OR (95% CI)

0.853 (0.284-2.5621)
1.407 (0.652-3.036)
4.587 (2.377-8.850) 
0.766 (0.370-1.589)

0.600 (0.224-1.606)
0.280 (0.028-2.820)
0.391 (0.177-0.866) 
0.188 (0.067-0.523) 
0.445 (0.145-1.368)
0.579 (0.291-1.151)
0.720 (0.341-1.520)

Univariate analysisa Multivariate analysisb



www.biosciencetrends.com

BioScience Trends. 2017; 11(1):62-68. 67

accessibility to HAART and increased public awareness 
of HIV infection, further efforts are needed to improve 
AIDS care and management in China.
 Similar to findings from recent studies (4,7), the 
current results revealed that a lower CD4+ T cell count 
(< 50/μL) was a characteristic of mortality due to 
AIDS-related illness, and liver or kidney comorbidities 
on admission were more common in patients who 
died of non-AIDS-related illnesses. Consequently, the 
current study has highlighted the need for physicians 
to pay closer attention to these clinical features and the 
need to optimize decision-making accordingly. 
 Admittedly, this study had several limitations. First, 
it was an observational and retrospective study, so 
the possibility of bias in assigning causes of death by 
reviewing medical records cannot be ruled out. Second, 
this study did not include a proper control group such as 
HIV-infected inpatients who survived or HIV-negative 
inpatients who died in hospital, which would otherwise 
substantiate the current conclusions. The findings of 
this study may not fully depict the overall outcomes for 
HIV-infected inpatients in China, and especially those 
in regions with different socioeconomic levels and 
medical resources. Further prospective studies involving 
HIV-infected inpatients at multiple centers need to be 
conducted in order to better ascertain the outcomes for 
and characteristics of these patients in China during the 
HAART era.

5. Conclusion

Although the yearly overall mortality rate among HIV-
infected inpatients tended to decline, this study found 
that the major causes of deaths were attributed to AIDS-
related illnesses over the past decade. In light of those 
circumstances, further efforts are needed to improve 
HIV surveillance and AIDS care in China. 
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1. Introduction

Ankylosing spondylitis (AS) is a chronic inflammatory 
disease whose etiology remains unclear (1). The 
treatment takes a long time and requires control of 
the associated inflammation. It often affects sacroiliac 

joints, the spine and peripheral joints (2). 
 Recent studies perceive AS as an autoimmune 
disorder that is associated with human leukocyte 
antigen (HLA)-B27 (3) and T cells (4). T cells appear 
to take part in maintaining immune tolerance in 
humans, whose dysfunction leads to diseases like 
systemic lupus erythematosus (SLE), rheumatoid 
arthritis (RA), recurrence spontaneous abortion (RSA) 
and some inflammatory bowel diseases (5-8). The 
alternations of T cells found in AS patients include 
increased frequency of peripheral Th2 lymphocytes 
(9) and Th17 lymphocytes (10-11). CD4+ T cells 
may play an important role in the pathology of AS, 
so as CD8+ T cells (12). Moreover, it is noteworthy 

Summary Ankylosing spondylitis (AS) is a spinal arthritic disease that is often associated with 
human leukocyte antigen (HLA)-B27, while only part of HLA-B27 carriers become AS 
patients. T cells have been reported to play an important role in the pathology of AS. T-cell 
immunoglobulin and mucin-domain-containing molecule 3 (Tim-3) and programmed death-1 
(PD-1) have been known to negatively regulate the immune response. In this study, we used 
flow cytometry to analyze the immunological differences of peripheral blood from 21 patients 
with AS, 22 cases who didn't have AS but were found to be HLA-B27 positive (HLA-B27+ 
group), and 16 normal healthy individuals (Healthy group). The level of CD4+, CD8+ T cells, 
and Treg of each group was observed. The expression of Tim-3 and PD-1 and the production 
of IFN-γ, IL-6, TNF-α, IL-4, and IL-10 were examined as well. We found that the percentage 
of Treg in AS group was lower than that of healthy group. The expression of PD-1 on CD8+ 
T cells and Tim-3 on CD4+ T cells was lower in the AS group. AS group had lower IL-
10 production by CD4+ T cells and higher IL-6 production by CD8+ T cells. The results of 
HLA-B27+ group were similar to that of the healthy group. These data suggested that patients 
with AS had an impairment in the ability to negatively regulate the immune response, which 
might be related to the etiology of AS. To further investigate the roles of Tim-3 and PD-1 on 
CD4+ T cells and CD8+ T cells, we tested IFN-γ and IL-10 production by Tim-3+, Tim-3-, PD-
1+, and PD-1- CD4+ and CD8+ T cells from AS patients. We found that Tim-3+CD4+, Tim-
3+CD8+ and PD-1+CD8+ T cells produced more IL-10 than other subsets. In conclusion, there 
is a dysfunction of T cells in AS that is associated with PD-1 and Tim-3.
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that spondyloarthropathies can be recognized by the 
presence of CD4+ T cells and HLA-B27 reactive CD4+ 
T cells may be related to these disorders (13). Of 
interest, only part of the HLA-B27 positive carriers 
become AS patients. 
 In addition to T cells, the inhibitory co-stimulatory 
molecules PD-1 and Tim-3 have also been a hot topic 
in AS research. Programmed death-1 (PD-1), first 
reported in 1992, belongs to immunoglobulin (Ig) 
superfamily (14) and can be found on the surface of 
peripheral T cells, B cells, NK cells, dendritic cells, 
and monocytes (15). PD-1 maintains immune tolerance 
and protects tissues from autoimmune attack by acting 
with its ligand (PD-L) (16). T-cell immunoglobulin and 
mucin-domain-containing molecule 3 (Tim-3), often 
expressed in Th1, Th17, and CD8+ T cells (17), has 
been known to downregulate immune responses and 
control inflammation (18). PD-1 and Tim-3 are often 
found to have unusual expression in chronic infections 
and autoimmune diseases, including HIV infection 
(19), tuberculosis (19), sepsis (20), and feto-maternal 
immune regulation (21). 
 In the course of immunity and defense, the delicate 
balance between IFN-γ and IL-10 is crucial. IFN-γ is an 
activator of T cells, monocytes, and neutrophils, which 
drives the clearance of pathogens, while IL-10 acts to 
hinder this process (22-24).
 To explore the etiology and pathology of ankylosing 
spondylitis, we designed this experiment to make a 
further step in understanding the influence of immune 
tolerance in AS. AS patients, HLA-B27 positive and 
HLA-B27 negative normal healthy subjects were 
recruited. The level of CD4+, CD8+ T cells, and Treg 
of each group was observed by flow cytometry. The 
expression of Tim-3 and PD-1 was examined and the 
production of IFN-γ, IL-6, TNF-α, IL-4, and IL-10 was 
tested as well. To further investigate the roles of Tim-3 
and PD-1 on CD4+ T cells and CD8+ T cells, we tested 
IFN-γ and IL-10 production by Tim-3+, Tim-3-, PD-1+, 
and PD-1- CD4+ and CD8+ T cells from AS patients.
 Our study aimed at investigating the frequency 
change of T cells in AS patients and determining the 
expression and production of these inhibitory co-
stimulatory molecules and regulatory molecules in the 
development of AS. Most importantly, it was of clinical 

significance to make a comparison of AS patients, 
HLA-B27 positive, and HLA-B27 negative normal 
healthy subjects, which offered a new perspective to 
have an overall examination of the screening index 
HLA-B27.

2. Materials and Methods

2.1. Reagents

Flow cytometry antibodies CD4-FITC, IL-6-PE, CD8-
FITC, TNF-α-PE/cy7, IL-10-BV421, Tim-3-PE, IL-4-
APC, PD-1-APC, CD25-PE, CD127-APC,  IFN-γ-PE/
cy7, as well as Fix/Perm Buffer, were purchased from 
Biolegend (San Diego, CA, USA).

2.2. Patients and controls

Table 1 showed the information of all the studied 
subjects. A total of 21 AS cases (14 men and 7 women) 
were included in this study, along with 22 cases (14 
men and 8 women) who didn't have AS but were found 
to be HLA-B27 positive (HLA-B27+) in a conventional 
medical examination, and 16 healthy controls (11 men 
and 5 women) who were selected from Ren Ji Hospital 
of Shanghai Jiao Tong University. The AS patients, 
aged 16-63 years, were diagnosed by the modified New 
York Criteria (25). Disease activity was evaluated using 
the Bath AS Disease Activity Index (BASDAI) (26), 
with the 21 patients' BASDAI Score > 4. There was no 
significant difference in percentage of gender and age 
among three groups.

2.3. Flow cytometry (FCM)

Peripheral blood (PB) was harvested in the presence 
of EDTA-K2. One aliquot of PB was incubated with 
the monoclonal antibody CD4-FITC for 30 minutes, 
after which red blood cell lysis buffer was added. The 
sample was washed with PBS, then placed in Fix/Perm 
Buffer for 40 minutes to lyse the white blood cells, and 
then washed again with PBS. The antibodies IL-4-APC, 
IL-6-PE, and TNF-α-PE/cy7 were added and incubated 
for 30 minutes, and the sample was then washed with 
PBS.

70

Table 1. Clinical characteristics of AS, HLA-B27+, and Healthy groups

Items

Age
     Range (years)
     Mean ± SD
     Gender, n (%) male
Clinical features
     HLA-B27 positive
     BASDAI

AS (n = 21)

16-63
37.0 ± 9.8
14 (66.67)

all
> 4

HLA-B27+ (n = 22)

17-64
38.3 ± 14.0
14 (63.64)

all
NA

NA: not available.

Healthy (n = 16)

20-62
34.6 ± 10.1
11 (68.75)

none
NA
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(0.94 ± 0.47%) showed notably lower (p < 0.05) Tim-
3+/CD4+ (Figure 2A). However, the percentage of PD-
1+/CD4+ was not significantly different among three 
groups (Healthy, 32.67 ± 6.27%; HLA-B27+, 37.75 ± 
19.25% vs. AS, 32.78 ± 12.18%) (Figure 2B). These 
data suggested the decline of Tim-3 expression on CD4+ 
T cells in AS patients while CD4+ T cells and PD-1 
remained unchanged.

3.2. AS patients showed lower PD-1 on CD8+ T cells, 
while Tim-3 is unchanged

The percentage of CD8+ T cells in the three groups was 
also analyzed by flow cytometry, and no significant 
difference was found among these groups (Figure 1D). 
We found obviously lower expression of PD-1+/CD8+ 
in the AS group (22.04 ± 8.25%) than the healthy group 
(35.92 ± 6.21%) and the HLA-B27+ group (31.93 ± 
13.16%) (Figure 2D). However, the percentage of Tim-
3+/CD8+ was not significantly different (10.91 ± 3.74, 
10.27 ± 4.85 vs. 11.48 ± 5.01) (Figure 2C). The results 
suggested the downregulation of PD-1 expression on 
CD8+ T cells in AS patients while CD8+ T cells and Tim-
3 remained unchanged.

3.3. Expression of IL-10 in CD4+ T cells was lower in 
AS patients

To further explore the downstream changes in AS 
develoment, we examined IFN-γ, IL-6, TNF-α, IL-
4, and IL-10 expression to analyze the intracellular 
events. We found that there was no significant 

 A second aliquot of PB was incubated with 
monoclonal antibodies against CD4, PD-1, and Tim-
3 for 30 minutes, after which red blood cell lysis 
buffer was added. The sample was washed with PBS, 
then placed in Fix/Perm Buffer for 40 minutes to lyse 
the white blood cells and washed again with PBS. 
Antibodies against IFN-γ and IL-10 were added and 
incubated for 30 minutes, and the sample was then 
washed with PBS.
 Another aliquot of PB was treated similarly as above, 
except CD8 antibody used instead of CD4 antibody, to 
test IL-4, IL-6, TNF-α, PD-1, and Tim-3 on it.
 Last aliquot of PB was stained by CD4-FITC, CD25-
PE, and CD127-APC to test Treg.
 Approximately 100,000 stained cells in each 
sample were analyzed by a CyAN ADP flow cytometer 
(Beckman Coulter, Brea, CA, USA).

2.4. Statistical analysis

All values were expressed as the mean ± SD. Data was 
analyzed with SPSS ver.19 and Prism 5. Demographic 
data among the groups was compared by the Chi-square 
test. Differences were considered significant at p < 0.05.

3. Results

3.1. AS patients showed lower Tim-3 on CD4+ T cells

The percentage of CD4+ T cells was of no significant 
difference among three groups (Figure 1B). Compared 
with the healthy group (1.39 ± 0.69%), the AS group 

Figure 1. The percentage of CD4+ and CD8+ T cells in 
different groups. Samples were analyzed by flow cytometry 
with antibodies against CD4 and CD8 marking the T 
cell surface and with gating for CD4- and CD8-positive 
lymphocytes. Data was presented as the mean ± SD. The 
analysis compared the AS group (n = 21) with the healthy 
group (n = 16) and the HLA-B27+ group (n = 22).

Figure 2. The expression of Tim-3 on CD4+ and PD-1 on 
CD8+ T cells in AS patients. Blood samples from the AS group 
(n = 21), the healthy group (n = 16) and the HLA-B27+ group 
(n = 22) were analyzed by flow cytometry. (A, B) CD4+ T cells 
positive for Tim-3 and PD-1, analyzed by flow cytometry. (C, 
D) CD8+ T cells positive for Tim-3 and PD-1, analyzed by flow 
cytometry. Data was presented as the mean ± SD. *p < 0.05.
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difference in the expression of IFN-γ/CD4+ among 
three groups (healthy, 86.56 ± 13.12%; HLA-B27+, 
91.53 ± 6.50%; and AS, 85.55 ± 8.69%). Similar 
results were obtained for IL-6, TNF-α, and IL-4 in 

CD4+ T cells. However, IL-10/CD4+ showed a decrease 
in the AS group. The results in Healthy, HLA-B27+, 
and AS group were 1.92 ± 0.94%, 1.79 ± 0.87%, and 
0.91 ± 0.51%, respectively (Figure 3).

Figure 4. The production of cytokines in CD8+ T cells in different groups. The production of IFN-γ, IL-10, TNF-α, and IL-4 
in CD8+ T cells did not differ among three groups, while IL-6 was higher in AS patients. Data was analyzed using Prism 5. *p < 0.05, 
AS (n = 21), Healthy (n = 16) and HLA-B27+ (n = 22)

Figure 3. The production of cytokines in CD4+ T cells in different groups. CD4+ T cells were analyzed by flow cytometry for the 
production of IFN-γ, IL-6, TNF-α, IL-4, and IL-10. Data was analyzed using Prism 5 (B).*p < 0.05, AS (n = 21), Healthy (n = 16) 
and HLA-B27+ (n = 22).
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3.4. Expression of IL-6 in CD8+ T cells was higher in 
AS patients

We also tested the expression of IFN-γ, IL-6, TNF-α, 
IL-4, and IL-10 in CD8+ T cells. The frequency of IL-6/
CD8+ cells in the AS group (18.23 ± 0.94%) was higher 
than  the healthy group (11.26 ± 1.28%) and HLA-B27+ 
group (12.39 ± 0.63%). However, other cytokines 
showed no significant differences among three groups 
(Figure 4). These results suggested higher expression of 
IL-6/CD8+ in AS patients.

3.5. Tim-3+ T cells from AS patients produced more IL-10

To further investigate the roles of Tim-3 and PD-1 on 
CD4+ T cells and CD8+ T cells, we tested IFN-γ and 
IL-10 production by Tim-3+CD4+, Tim-3-CD4+, Tim-
3+CD8+, Tim-3-CD8+, PD-1+CD4+, PD-1-CD4+, PD-
1+CD8+ and PD-1-CD8+ T cells from AS patients. We 
found that Tim-3+CD4+, Tim-3+CD8+ and PD-1+CD8+ T 
cells produced more IL-10 than other subsets of T cells 
(Figure 5). There was no obvious difference in IFN-γ 
production. These data suggested that PD-1 and Tim-3 
might influence the production of IL-10.

3.6. AS patients showed lower percentage of Treg

Table 2 showed the percentage of PBMC in AS, 

HLA-B27+, and Healthy groups. The percentage of 
CD4+CD25+CD127low T cells in these three groups was 
also analyzed (Figure 6). We found that the percent of 
CD4+CD25+CD127low/CD4+ in AS patient (2.70 ± 0.80%) 
was significantly lower than the healthy group (3.47 ± 
0.83%) (p < 0.05), but there was no significant difference 
compared to HLA-B27+ group (2.96 ± 0.35%) (p > 0.05).

4. Discussion

Ankylosing spondylitis is a spinal arthritic disease that 
is often associated with HLA-B27 (27-29); however, 
fewer than 5% of HLA-B27 carriers become AS patients 
(30-31), which leaves over a lot of questions. We started 
from the immunological differences among AS patients 
and both HLA-B27 positive and negative healthy 
controls to further explore the immune regulation in the 
development of AS, with focus on Tim-3 and PD-1.
 We first determined the total levels of CD4, CD8 
and Treg lymphocytes among three groups. The results 
turned out that there was no significant difference in 
the expression of either CD4+ T cells or CD8+ T cells, 
while AS patients showed lower percentage of Treg. Our 
finding of CD4+ T cells is similar to the results of Aktas 
et al. (32) but in contrast to the research of Chen et al. 

Table 2. Percentage of PBMC in AS, HLA-B27+, and Healthy groups

Items

CD3+ T cells
CD4+ T cells
CD8+ T cells
CD4+25+127low T cells

AS (n = 21)

63.21 ± 7.46
40.33 ± 2.53
25.18 ± 1.37
  2.70 ± 0.80

HLA-B27+ (n = 22)

57.85 ± 9.16
44.04 ± 1.40
24.00 ± 1.37
  2.96 ± 0.35

p value: vs. Healthy group.

Healthy (n = 16)

60.42 ± 10.52
43.76 ± 1.72
25.29 ± 1.59
  3.47 ± 0.83

p value

0.42
0.29
0.96
0.03

p value

0.38
0.20
0.54
0.33

Figure 5. Tim-3+ and PD-1+ T cells produced more IL-10 
than Tim-3- and PD-1- T cells. We examined IFN-γ and IL-10 
production by Tim-3+CD4+, Tim-3-CD4+, Tim-3+CD8+, Tim-3-

CD8+, PD-1+CD4+, PD-1-CD4+, PD-1+CD8+, and PD-1-CD8+T 
cells from AS patients (n = 21). Tim-3+CD4+, Tim-3+CD8+ and 
PD-1+CD8+ T cells produced more IL-10 than other subsets of 
T cells. *p < 0.05.

Figure 6. The expression of CD4+CD25+CD127low T cells in 
AS patients. The percentage of CD4+CD25+CD127low T cells 
in three groups was analyzed by flow cytometry. We found that 
it was significantly lower than healthy group (p < 0.05), but 
of no significant difference than HLA-B27+ group. Data was 
analyzed using Prism 5. *p < 0.05, AS (n = 21), Healthy (n = 
16) and HLA-B27+ (n = 22).
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(33). We speculated that it was due to the small sample 
and different severity of disease. The C-reactive protein 
of AS patients in Chen's report was 1.84 ± 0.41mg/
dL, while we didn't detect it. The level of CD8+ T cells, 
which recognize MHC 1 molecules directly to defend 
against infections, was also not higher in the AS patients. 
This results indicated that changes of number in CD4 and 
CD8 lymphocytes are not associated with the occurrence 
of AS. 
 Tim-3 and PD-1 take part in control negative 
regulation of immune responses in many diseases (34), 
establishing the balance between the activation and 
inhibition of T cells, with a tendency towards the latter. 
We found that the expression of Tim-3 on CD4+ T cells 
and PD-1 on CD8+ T cells was notably lower in AS, 
which implied that Tim-3 and PD-1 on T cells could 
affect the disease. 
 Cytokine analysis showed that IFN-γ, IL-6, TNF-α, 
and IL-4 levels in CD4+ T cells were not altered, but 
IL-10 level in CD4+ T cells was lower in the AS group. 
As a classic immuno-regulatory and anti-inflammatory 
cytokine, IL-10 had decreased expression in CD4+ 
T cells which might correlate with AS. Meanwhile, 
IL-6 level in CD8+ T cells was obviously higher 
in the AS group than the other two control groups. 
Proinflammatory cytokine IL-6 is known to induce 
the activation of osteoclasts (35), which might closely 
relate to the bone metabolism associated with AS.
 Taken together,  our s tudy showed that  the 
dysfunction of immune suppression played an important 
role in AS. A paradigm that illustrated the possible 
mechanism of Tim-3 and PD-1 signals in regulation of 
the immune response in AS was proposed (Figure 7). 
 Our  s tudy  d id  no t  succeed  in  f ind ing  the 
immunological differences between the HLA-B27 
positive and negative healthy groups, which almost 

shared the same expression levels of the tested 
markers. This might explain the reason why less than 
5% of HLA-B27 positive individuals develop AS 
(i.e., most HLA-B27 positive individuals do not have 
downregulated Tim-3 and PD-1 expression). Tim-
3+CD4+, Tim-3+CD8+, and PD-1+CD8+ T cells were found 
to produce more IL-10 than other subsets of cells (Tim-3-

CD4+, Tim-3-CD8+, and PD-1-CD8+ T cells). Therefore, 
we hypothesized that Tim-3 and PD-1 were involved in 
the development of AS through the regulation of IL-10 
production. The role of Tim-3 and PD-1 on CD4+ and 
CD8+ T cells should be investigated further to examine 
the pathogenesis of AS.
 Our findings provided a new way to think about the 
diagnosis and treatment of AS. Current pharmacological 
therapies and physiotherapies, such as regular exercise 
or spa therapy (36), mainly relieve the symptoms of AS 
(36). Dorothea et al. reported that body hyperthermia 
treatment could increase IL-10 and toll-like receptor 4 
expression which were believed to play an active role 
in the curative effect (37). In recent studies, blockade 
of PD-1 or Tim-3 molecules to restore the balance of 
immune regulation has been a hot topic (23,38). The 
development of this blockade as a way to ameliorate AS 
is the basis of our ongoing work.
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1. Introduction

In the kidneys, podocytes are attached to the outside of 
the glomerular basement membrane. The glomerular 
basement membrane plays an important role in 
maintaining the normal structure and function of the 
glomerulus via the actin cytoskeleton of podocytes and 
specific expression of protein molecules (1). Nephrin, 
WT1, and synaptopodin are phenotypic markers of 
mature podocytes (2). Podocytes have long processes 
that interdigitate and that are separated by very narrow 
spaces (30-40 nm) that are bridged by a membrane called 
the slit diaphragm (3). This diaphragm allows water 
and small solute molecules to pass through but it filters 

out plasma proteins and other macromolecules, and this 
property is the main determinant of the permeability 
of the renal glomerular filtration barrier (1). Therefore, 
podocytes play an important role in protecting the 
integrity of the glomerular filtration barrier, adjusting 
the ultrafiltration coefficient, and maintaining the 
normal structure of the glomerular basement membrane 
(4). Ultrastructural changes in podocytes and reduced 
expression of associated molecules is closely related to 
renal impairment and can lead to glomerulosclerosis and 
renal interstitial fibrosis (5). 
 The epithelial-mesenchymal transition (EMT) is 
a process by which polarized epithelial cells undergo 
numerous biochemical changes to obtain a mesenchymal 
cell phenotype (6). EMT is also involved in tumor 
migration and invasion (7). Podocytes are epithelial cells, 
so when they are affected by different conditions (such as 
TGF-β, a high concentration of glucose, doxorubicin, or 
some other stimuli), EMT may occur (8-10). When EMT 
occurs, epithelial phenotypic markers such as E-cadherin, 
P-cadherin, nephrin, podocalyxin, and synaptopodin are 
downregulated, and mesenchymal phenotypic markers 

Summary Epithelial to mesenchymal transition (EMT) is a physiological phenomenon in mammalian 
embryogenesis by which epithelial cells become mesenchymal stem cells. Studies have 
indicated that an inappropriate EMT plays a key role in a variety of pathogenic processes 
such as embryonic development and tumor metastasis. Moreover, recent studies have 
indicated EMT also plays an important role in renal fibrosis. In the current study, 
glucose and angiotensin II promoted EMT in podocytes as well as changes in the cellular 
morphology of podocytes. A high concentration of glucose and angiotensin II also promoted 
podocyte movement and migration. Moreover, a high concentration of glucose and 
angiotensin II promoted TCF8 expression. Inhibiting TCF8 expression with siRNA reversed 
EMT in podocytes in the presence of a high concentration of glucose and angiotensin. 
Inhibiting TCF8 expression also reversed changes in cellular morphology and podocyte 
movement and migration. Therefore, glucose and angiotensin II may promote EMT in 
podocytes via TCF8.
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such as desmin, FSP-1, MMP-9, ILK, fibronectin, 
vimentin, α-SMA, collagen I, and snail are upregulated 
(11). EMT is considered to be the key factor for an 
impaired kidney producing myofibroblasts in renal 
fibrosis, which may lead to renal interstitial fibrosis 
(12). Podocytes, which are also known as glomerular 
visceral epithelial cells, are cells affected by different 
types of injury. EMT in podocytes will result in damage 
to the glomerular filtration barrier and proteinuria; in 
severe cases, it may lead to podocyte detachment from 
the glomerular basement membrane and apoptosis, 
causing a decrease in the number of podocytes, thereby 
aggravating proteinuria and glomerular sclerosis (13,14). 
EMT in podocytes is a key starting point for studying 
the mechanisms by which proteinuria and renal fibrosis 
develop (15). 
 The aim of the current study was to examine EMT 
in podocytes in the presence of a high concentration 
of glucose and angiotensin II. This study examined 
the effects of a high concentration of glucose and 
angiotensin II on EMT and the expression of TCF8 
in podocytes. This study also examined the effects of 
downregulating TCF8 on EMT in podocytes.

2. Materials and Methods

2.1. Cell culture and reagents

The podocyte line used in this study was donated 
by Prof. Ding Jie (Peking University First Hospital, 
Beijing, China). E-cadherin, α-catenin, N-cadherin, 
vimentin, TCF8, and β-actin antibodies were purchased 
from Cell Signaling Technology (Beverly, MA, USA).

2.2. qRT-PCR

Total RNA was extracted from cell lines using the 
TRIZOL reagent (Invitrogen). Reverse transcription 
(RT) was performed using the Thermoscript RT 
System (Invitrogen). Hotstart PCR conditions were 
as follows: 45 s at 94°C, 30 s at 55°C, and 1 min at 
72°C for 28-30 cycles (for TCF8) or 26 cycles (for 
glyceraldehyde 3-phosphate dehydrogenase (GAPDH)). 
The primers used in the study were: TCF8: sense 
5'-GCACAACCAAGTGCAGAAGA-3' and antisense 
5'-CATT TGCAGATTGAGGCTGA-3'; GAPDH: sense 
5'-TGCCTCCTGCACCACCAACT-3' and antisense 
5'-CCCGTTCAGCTCAGGGATGA-3'.

2.3. Plasmid construction and transfection

For TCF8 RNA interference, control and TCF8 shRNA 
plasmids (#1: CCGGGCTGCCAATAAGCAAACGAT
TCTCGAGAATCGTTTGCTTATTGGCAGCTTTTT; 
#2: CCGGGCTGTTGTTCTGCCAACAGTTCTCGA
GAACTGTTGGCAGAACAACAGCTTTTT; #3: CC
GGCGGCGCAATAACGTTACAAATCTCGAGATT

TGTAACGTTATTGCGCCGTTTTT) were purchased 
from Sigma-Aldrich Biotechnology (Sigma-Aldrich, CA, 
USA) and were used to transfect podocytes to establish 
a cell line with knocked-down TCF8. The transfection 
efficiency of TCF8 was verified with Western blotting 
and quantitative reverse transcription PCR (qRT-PCR) 
analyses.

2.4. Western blot assay

Equal amounts of protein were separated using SDS 
polyacrylamide gels and were electrotransferred to 
polyvinylidene fluoride membranes (Millipore, Bedford, 
MA, USA). The membranes were immunoblotted 
overnight at 4°C with primary antibodies, followed by 
their respective secondary antibodies. β-actin was used 
as the loading control.

2.5. Cell invasion and motility assay

Cell invasion was measured in Matrigel (Sigma, St. Louis, 
MO, USA)-coated Transwell inserts (6.5 mm, Costar, 
NY, USA) containing polycarbonate filters with 8-μm 
pores as previously described. The inserts were coated 
with 50 μL of 1 mg/mL Matrigel matrix in accordance 
with the manufacturer's recommendations. 2 × 105 cells 
in 200 μL of serum-free medium were plated in the upper 
chamber, and 600 μL of medium with 10% fatal bovine 
serum was added to the lower well. After incubation 
for 24 h, top cells were removed and bottom cells were 
counted. Cells that migrated to the lower surface of the 
membrane were fixed in 4% paraformaldehyde and 
stained with 0.5% crystal violet. For each membrane, 
five random fields were counted at ×10 magnification. 
The mean was calculated and data were expressed as the 
mean ± S.D. from three independent experiments done in 
triplicate. Motility assays were similar to invasion assays 
with Matrigel except that the Transwell inserts were not 
coated with Matrigel.

3. Results

3.1. A high concentration of glucose and angiotensin II 
promoted EMT in podocytes

Previous studies reported that a high concentration of 
glucose and angiotensin II may promote EMT in kidney 
epithelial cells (16,17). The current study examined 
whether those substances would have the same effect on 
podocytes. Podocytes were treated with 0, 10, 20, and 
30 mM of glucose. As shown in Figures 1A and 1B, the 
expression of the epithelial marker molecules E-cadherin 
and α-catenin decreased with an increase in the glucose 
concentration. As shown in Figures 1C and 1D, the 
expression of the mesenchymal marker molecules 
N-cadherin and vimentin increased with an increase in 
the glucose concentration. Podocytes were then treated 
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promoted podocyte cell migration and invasion. The 
number of migrating and invading podocytes in the 
presence of 30 mM of glucose or 9 μM of angiotensin II 
was about twice that in the presence of 0 mM of glucose 
or angiotensin II.

3.3. A high concentration of glucose and angiotensin II 
promoted TCF8 expression

TCF8 is a transcription factor that plays an important 
role in EMT (6). The current study examined whether a 
high concentration of glucose and angiotensin II affects 
TCF8. Podocytes were treated with 0, 10, 20, and 30 
mM of glucose. As shown in Figure 4A, the expression 
of TCF8 increased with an increase in the glucose 
concentration. Podocytes were then treated with 0, 3, 
6, and 9 μM of angiotensin II. As shown in Figure 4B, 
the expression of TCF8 increased with an increase 
in the angiotensin II concentration. Results indicated 
that a high concentration of glucose and angiotensin 
II promoted TCF8 expression. TCF8 expression was 

with 0, 3, 6, and 9 μM of angiotensin II. As shown in 
Figures 2A and 2B, the expression of the epithelial 
marker molecules E-cadherin and α-catenin decreased 
with an increase in the angiotensin II concentration. 
As shown in Figures 2C and 2D, the expression of 
the mesenchymal marker molecules N-cadherin and 
vimentin increased with an increase in the angiotensin II 
concentration. Results indicated that a high concentration 
of glucose and angiotensin II promoted EMT in 
podocytes.

3.2. A high concentration of glucose and angiotensin II 
changed podocyte morphology and promoted podocyte 
migration and invasion

The current study examined the effects of a high 
concentration of glucose and angiotensin on podocytes. 
As shown in Figures 3A and 3B, podocytes displayed 
morphological changes when stimulated with 30 mM of 
glucose or 9 μM of angiotensin II. As shown in Figures 
3C-3F, a high concentration of glucose and angiotensin 

Figure 1. A high concentration of glucose inhibited the 
expression of epithelial biomarkers (E-cadherin and 
α-catenin) and promoted the expression of mesenchymal 
biomarkers (N-cadherin and vimentin) in podocytes. (A) 
Podocytes were incubated with 0-30 mM of glucose for 24 h 
and the expression of E-cadherin was measured with Western 
blotting. (B) Podocytes were incubated with 0-30 mM of 
glucose for 24 h and the expression of α-catenin was measured 
with Western blotting. (C) Podocytes were incubated with 0-30 
mM of glucose for 24 h and the expression of N-cadherin was 
measured with Western blotting. (D) Podocytes were incubated 
with 0-30 mM of glucose for 24 h and the expression of 
vimentin was measured with Western blotting.

Figure 2. Angiotensin II inhibited the expression of 
epithelial biomarkers (E-cadherin and α-catenin) and 
promoted the expression of mesenchymal biomarkers 
(N-cadherin and vimentin) in podocytes. (A) Podocytes 
were incubated with 0-9 μM of angiotensin II for 24 h and the 
expression of E-cadherin was measured with Western blotting. 
(B) Podocytes were incubated with 0-9 μM of angiotensin II 
for 24 h and the expression of α-catenin was measured with 
Western blotting. (C) Podocytes were incubated with 0-9 μM 
of angiotensin II for 24 h and the expression of N-cadherin was 
measured with Western blotting. (D) Podocytes were incubated 
with 0-9 μM of angiotensin II for 24 h and the expression of 
vimentin was measured with Western blotting.
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suppressed using antisense RNA. Three TCF8 antisense 
RNA sequences were transfected into podocytes. As 
shown in Figures 4C and 4D, TCF8 expression was 
down-regulated according to Western blotting and qRT-
PCR.

3.4. Silencing TCF8 reversed EMT that was induced 
with a high concentration of glucose or angiotensin II

As shown in Figures 5A and 5B, the expression of the 
epithelial marker molecules E-cadherin and α-catenin 

Figure 3. A high concentration of glucose or angiotensin II promoted changes in the cell morphology of podocytes as well 
as podocyte migration and invasion. (A) Changes in the cell morphology of podocytes in the presence of 0 and 30 mM of 
glucose. (B) Changes in the cell morphology of podocytes in the presence of 0 and 9 μM of angiotensin II. (C) The migration of 
podocytes in the presence of 0 and 30 mM of glucose was measured with a transwell assay. (D) The migration of podocytes in the 
presence of 0 and 9 μM of angiotensin II was measured with a transwell assay. (E) Invasion by podocytes in the presence of 0 and 
30 mM of glucose was measured with a Matrigel assay. (F) Invasion by podocytes in the presence of 0 and 9 μM of angiotensin 
II was measured with a Matrigel assay.
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Figure 4. A high concentration of glucose or angiotensin II promoted the expression of TCF8 in podocytes. (A) Podocytes 
were incubated with 0-30 mM of glucose for 24 h and TCF8 expression was measured with Western blotting. (B) Podocytes were 
incubated with 0-9 μM of angiotensin II for 24 h and TCF8 expression was measured with Western blotting. (C) Expression of 
TCF8 protein after three TCF8 antisense RNA sequences were transfected into podocytes was assayed using Western blotting. (D) 
Expression of TCF8 mRNA after three TCF8 antisense RNA sequences were transfected into podocytes was assayed using qRT-
PCR.

Figure 5. Silencing TCF8 expression in podocytes reversed expression of EMT biomarkers induced with glucose and 
angiotensin II. (A) Podocytes with silenced TCF8 were incubated with 0 or 30 mM of glucose for 24 h and expression of 
the epithelial biomarkers E-cadherin and α-catenin was measured with Western blotting. (B) Podocytes with silenced TCF8 
were incubated with 0 or 9 μM of angiotensin II for 24 h and expression of the epithelial biomarkers E-cadherin and α-catenin 
expression was measured with Western blotting. (C) Podocytes with silenced TCF8 were incubated with 0 or 30 mM of glucose 
for 24 h and expression of the mesenchymal biomarkers N-cadherin and vimentin was measured with Western blotting. (D) 
Podocytes with silenced TCF8 were incubated with 0 or 9 μM of angiotensin II for 24 h and expression of the mesenchymal 
biomarkers N-cadherin and vimentin was measured with Western blotting.
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decreased with an increase in the glucose or angiotensin 
II concentration, but this phenomenon was reversed in 
podocytes with silenced TCF8. As shown in Figures 

5C and 5D, the expression of the mesenchymal marker 
molecules N-cadherin and vimentin increased with an 
increase in the glucose or angiotensin II concentration, 

Figure 6. Silencing TCF8 expression reversed changes in the cell morphology of podocytes and podocyte migration and 
invasion induced with a high concentration of glucose or angiotensin II. (A) Normal podocytes and changes in in the cell 
morphology of podocytes with silenced TCF8 in the presence of 0 and 30 mM of glucose. (B) Normal podocytes and changes in 
the cell morphology of podocytes with silenced TCF8 in the presence of 0 and 9 μM of angiotensin II. (C) Migration of normal 
podocytes and podocytes with silenced TCF8 in the presence of 0 and 30 mM of glucose. (D) Migration of normal podocytes and 
podocytes with silenced TCF8 in the presence of 0 and 9 μM of angiotensin II. (E) Invasion by normal podocytes and podocytes 
with silenced TCF8 in the presence of 0 and 30 mM of glucose. (F) Invasion by normal podocytes and podocytes with silenced 
TCF8 in the presence of 0 and 9 μM of angiotensin II.
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but this phenomenon was reversed in podocytes 
with silenced TCF8. Results indicated that silencing 
TCF8 reversed EMT that was induced with a high 
concentration of glucose or angiotensin II.

3.5. Silencing TCF8 reversed changes in podocyte 
morphology and podocyte migration and invasion induced 
with a high concentration of glucose or angiotensin II

As shown in Figures 6A and 6B, morphological 
changes induced with a high concentration of glucose or 
angiotensin II were reversed in podocytes with silenced 
TCF8. As shown in Figures 6C and 6D, a higher rate of 
cell migration was induced with a high concentration 
of glucose or angiotensin II, but this phenomenon was 
reversed in podocytes with silenced TCF8. As shown 
in Figures 6E and 6F, a higher rate of cell invasion 
was induced with a high concentration of glucose or 
angiotensin II, but this phenomenon was reversed in 
podocytes with silenced TCF8. In conclusion, silencing 
TCF8 reversed changes in podocyte morphology and 
podocyte migration and invasion induced with a high 
concentration of glucose or angiotensin II.

4. Discussion

Podocyte injury is a key factor for proteinuria in 
some kidney diseases (2). Proteinuria was assumed to 
be the result of podocyte depletion due to apoptosis 
(2). However, a recent study has indicated that the 
podocyte count did not change significantly when 
microalbuminuria was evident in diabetic rats (18). 
In addition, podocyte detachment and apoptosis lag 
far behind the onset of proteinuria. Whether initial 
podocyte injury leads to the onset of proteinuria is 
uncertain (3). Emerging evidence has indicated that 
podocytes can undergo EMT when exposed to specific 
pathological conditions, and this may explain the onset 
of proteinuria. A study has described the phenotypic 
and morphological changes in diseased podocytes as an 
EMT (19). 
  Mounting evidence has revealed that glucose 
and angiotensin II are two key mediators associated 
with progressive renal injury in chronic kidney 
disease, and specifically in hypertensive and diabetic 
nephropathy (in which progressive renal fibrosis is 
a major determinant of clinical outcomes) (16). The 
current study characterized the role of TCF8 in EMT in 
podocytes. EMT markers were detected in the presence 
of a high concentration of glucose or angiotensin II. 
Results indicated that a high concentration of glucose 
or angiotensin II promoted EMT in podocytes, and 
results also indicated that a high concentration of 
glucose and angiotensin II caused changes in podocyte 
morphology and they promoted podocyte migration 
and invasion. Moreover, results indicated that TCF8 is 
significantly overexpressed in the presence of a high 

concentration of glucose or angiotensin II. Silencing 
TCF8 reversed EMT in podocytes and changes in 
podocyte morphology, and it also reversed the increase 
in podocyte migration and invasion. Collectively, these 
findings are the first to suggest that TCF8 is involved in 
EMT in podocytes.
 Recent studies have indicated that EMTs are not 
limited to renal epithelial cells but that EMTs also 
occur in endothelial cells and podocytes (20). EMT 
in podocytes may be reversible before podocytes 
decrease and die off. Podocytes may have biological 
characteristics causing an EMT under pathological 
conditions, and an EMT could conceivably result. 
Podocytes may undergo some changes such as cell 
detachment, apoptosis, and an EMT when subjected 
to a harmful stimulus, and the severity and duration 
of those changes may depend on the specific injury. 
However, there are numerous unknowns regarding the 
mechanism of EMT in podocytes and how an EMT in 
podocytes leads to glomerular disease. 
 TCF8, also known as ZEB1 or δ EF1, is located on 
the short arm of human chromosome 10 (21). TCF8 
is characterized by a homeodomain flanked by two 
zinc finger domains, and TCF8 encodes 1108 amino 
acids. An important molecular event in EMT is the 
downregulation of E-cadherin. TCF8 can bind with 
E-cadherin promoter and inhibit the expression of 
E-cadherin. TCF8 has been found to be closely related 
to EMT in tumors, but its role in EMT in podocytes has 
yet to be elucidated.
  In conclusion, the current results revealed that 
TCF8 was generally overexpressed in podocytes in 
the presence of a high concentration of glucose or 
angiotensin II and that TCF8 was involved in EMT. 
These results indicate that TCF8 plays a key role in 
promoted EMT in podocytes and that TCF8 may be an 
effective novel therapeutic target for the management 
of glomerular disease.
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1. Introduction

Inflammation is one of the first protective responses 
of the body and involves activation of immune system 
processes. The inflammatory response is a highly 
regulated self-limiting process for identifying and 
destroying invading pathogens and restoring normal 
tissue structure and function (1,2). However, in many 

Summary Aster yomena (Kitam.) Honda has been widely used as a traditional herbal medicine 
for centuries to treat cough, asthma, insect bites, etc. Recent reports indicate that 
A. yomena possesses a wide spectrum of pharmacological activities; however, few 
experiments have described its anti-inflammatory properties. The present study examined 
the anti-inflammatory effects of an ethanol extract of A. yomena leaves (EEAY) on 
lipopolysaccharide (LPS)-stimulated murine RAW 264.7 macrophages. Treatment with 
EEAY significantly reduced the secretion of pro-inflammatory molecules, such as nitric 
oxide and interleukin-1β, in LPS-stimulated RAW 264.7 cells, without incurring any 
significant cytotoxicity. These protective effects were accompanied by a marked reduction 
in the expression of regulatory genes at the transcription level. Treatment with EEAY 
also inhibited the DNA-binding activity of nuclear factor-κB (NF-κB) by suppression of 
nuclear translocation of NF-κB and by degradation of the inhibitor of NF-κB; these effects 
were associated with suppression of the phosphatidylinositol 3-kinase/Akt and mitogen-
activated protein kinase signaling pathways. The EEAY treatment also potently suppressed 
LPS-induced toll like receptor (TLR) 4 expression and attenuated the binding of LPS 
to the macrophage cell surface. In addition, EEAY treatment markedly inhibited LPS-
induced accumulation of intracellular reactive oxygen species in RAW 264.7 macrophages. 
Therefore, the inhibitory effects of EEAY on LPS-stimulated inflammatory responses in 
RAW 264.7 macrophages were apparently associated with suppression of the TLR-mediated 
NF-κB signaling pathway. More work is needed to fully understand the critical role and 
clinical usefulness of EEAY treatment, but the findings of the present study provide some 
insights into the potential of EEAY as a therapeutic agent for treatment of inflammatory 
disorders.
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diseases, an excessive inflammatory response is a very 
common and important basic pathologic process (2,3). 
Inflammatory stimulants, such as the lipopolysaccharide 
(LPS) endotoxins of Gram-negative bacteria, activate 
macrophages through Toll-like receptor 4 (TLR4), a 
member of the TLR family. These macrophages, together 
with neutrophils and dendritic cells, act as the first 
cellular mediators of the inflammatory process (4-6). 
 TLR4 activation by LPS triggers activation of 
several intracellular signaling pathways, including 
phosphatidylinositol 3-kinase (PI3K)/Akt and mitogen-
activated protein kinases (MAPKs). This further 
activation ultimately allows nuclear translocation of 
nuclear factor κB (NF-κB), a dimer of p65 and p50 
subunits, which, in turn, promotes secretion of pro-
inflammatory mediators, including nitric oxide (NO), 
and pro-inflammatory cytokines, such as interleukin 
(IL)-1β and tumor necrosis factor-α (TNF-α) (7-9). 
Overproduction of these pro-inflammatory molecules 
eventually leads to deleterious consequences associated 
with pathogenesis of many inflammatory diseases (9,10). 
 Another important component of inflammation is 
oxidative stress, which reflects an imbalance between the 
systemic manifestation of reactive oxygen species (ROS) 
and a biological system's ability to readily detoxify these 
reactive intermediates (11,12). Overproduction of ROS 
by activated macrophages is an important contributor 
to the manifestation of inflammation (13,14), and ROS 
are also involved in the production of inflammatory 
cytokines in LPS-stimulated macrophages (15). 
Suppression of production of inflammatory factors by 
blocking macrophage activation can be viewed as a 
valuable therapeutic approach for relieving progression 
of inflammatory disorders (16,17). Development of anti-
inflammatory agents that can prevent activation of LPS 
signaling and its downstream molecules, is therefore a 
necessary prerequisite for prevention and treatment of 
various inflammatory diseases.
 One well recognized source of anti-inflammatory 
compounds are the botanical materials used as traditional 
medicines in many cultures. One of these sources is 
Aster yomena (Kitam.) Honda, an edible vegetable 
and perennial herb that belongs to the Asteraceae 
family. This plant is widely distributed in Asia and has 
been used in traditional medicine for the treatment of 
various diseases, such as cough, asthma, and insect 
bites (18). Previous studies have indicated that leaf 
extracts and compounds from this plant possess many 
pharmacological properties, including anti-microbial 
(19,21), antioxidant (21,22), anti-coagulant (23), and 
peroxynitrite-scavenging (24) activities. A recent study 
indicated that some of the phenolic compounds produced 
by A. yomena were potent inhibitors of IL-6 production 
in TNF-α stimulated osteoblast cells, a clear indication 
of their anti-inflammatory potential (25). However, to 
the best of our knowledge, the molecular mechanisms 
involved in this anti-inflammatory action have remained 

elusive. Therefore, the present study was conducted 
as part of our on-going research program that seeks 
out novel anti-inflammatory active substances from 
traditional medicinal resources. Here, we investigated 
an ethanol extract of A. yomena leaves (EEAY) for its 
anti-inflammatory action in LPS-stimulated RAW 264.7 
macrophage cells.

2. Materials and Methods

2.1. Preparation of the EEAY

The dried leaves of A. yomena were obtained from 
Gurye Wild Flower Institute (Gurye, Republic of 
Korea) and authenticated by Professor S.H. Hong, 
Department of Biochemistry, Dongeui University 
College of Korean Medicine (Busan, Republic of 
Korea). The leaves (50 mg) were cut into small pieces, 
ground into a fine powder, and then soaked in 70% 
ethanol (500 mL) for 2 days. The extracted liquid was 
filtered twice through Whatman No. 3 filter paper to 
remove any insoluble materials and then concentrated 
using a rotary evaporator (Rikakikai Co., Ltd., Tokyo, 
Japan) as previously described (26). The concentrated 
extract (EEAY) was dissolved in dimethylsulfoxide 
(DMSO; Sigma-Aldrich Co., St. Louis, MO, USA) 
to a final concentration of 200 mg/mL (extract stock 
solution) and was subsequently diluted with cell culture 
medium to the desired concentration prior to use.

2.2. Cell culture

The murine macrophage RAW 264.7 cell line was 
obtained from the Korean Cell Line Bank (Seoul, 
Republic of Korea) and cultured at 37°C in 5% CO2 
in Dulbecco's modified Eagle's medium (DMEM, 
WelGENE Inc . ,  Daegu ,  Repub l i c  o f  Korea ) 
supplemented with 10% fetal bovine serum, 100 U/mL 
of penicillin, and 100 mg/mL of streptomycin (WelGENE 
Inc.).

2.3. Cell viability assay

Cell viability was determined with a colorimetric 
3-[4,5-dimethylthiazol-2-yl]-2,5-diphenyltetrazolium 
bromide (MTT, Sigma-Aldrich Chemical Co.) assay. 
In brief, RAW 264.7 cells were seeded at a density 
of 1 × 104 cells/well in a 96-well plate and incubated 
at 37°C for 24 h. Cells were treated with various 
concentrations of EEAY for 24 h or pretreated with 
EEAY for 1 h before stimulation with 100 ng/mL LPS 
for 24 h. After incubation, the medium was discarded, 
and MTT solution (5 mg/mL in phosphate-buffered 
saline, PBS) was added to each well and incubated 
for another 3 h at 37°C. The medium was removed 
and DMSO was added to dissolve the formazan dye. 
The optical density was then read at 560 nm using a 
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5 mM ethylenediaminetetraacetic acid (EDTA), 1% 
NP-40, 1 mM phenylmethylsulfonyl fluoride, and 5 
mM dithiothreitol], for 30 min at 4°C. In a parallel 
experiment, nuclear and cytosolic proteins were separated 
using NE-PER nuclear and cytosolic extraction reagents 
(Pierce Biotechnology, Rockford, IL, USA), according to 
the manufacturer's protocol. Protein concentration in the 
cell lysate was determined using a DC™ Protein Assay 
(Bio-Rad Laboratories, Inc., Hercules, CA, USA). Equal 
amounts of protein from each sample were separated 
using sodium dodecyl sulfate (SDS)-polyacrylamide 
gel electrophoresis and transferred onto polyvinylidine 
fluoride (PVDF) membranes (Millipore, Bedford, MA, 
USA). Membranes were incubated overnight at 4°C 
with the corresponding primary antibodies purchased 
from Santa Cruz Biotechnology, Inc. (Santa Cruz, CA, 
USA) and Cell Signaling Technology, Inc. (Boston, MA, 
USA). Membranes were then incubated with appropriate 
secondary antibodies conjugated to horseradish 
peroxidase (Amersham Co., Arlington Heights, IL, 
USA) at room temperature for 2 h. Using an enhanced 
chemiluminescence (ECL, Amersham Co.) detection 
system, immunoreactive bands were monitored and 
exposed to X-ray film.

2.8. Electrophoretic mobility assay (EMSA)

The EMSA was performed us ing the  nuclear 
extract. Synthetic complementary NF-κB binding 
oligonucleotides (Santa Cruz Biotechnology, Inc.) 
were 3'-biotinylated using a biotin 3'-end DNA 
labeling kit (Pierce Biotechnology), according to the 
manufacturer's instructions, and annealed for 30 min at 
room temperature. Assays were loaded onto native 4% 
polyacrylamide gels pre-electrophoresed for 60 min in 
0.5X Tris borate/EDTA before being transferred onto 
a positively charged nylon membrane (Hybond™N+) 
in 0.5X Tris borate/EDTA at 100 V for 30 min. The 
transferred DNAs were cross-linked to the membrane 
at 120 mJ/cm2. Horseradish peroxidase-conjugated 
streptavidin was used according to the manufacturer's 
instructions to detect the transferred DNA.

2.9. Immunofluorescence assay

NF-κB p65 nuclear translocalization was detected by 
an immunofluorescence assay. For this study, RAW 
246.7 cells were pretreated with EEAY for 1 h and then 
stimulated with LPS for 1 h. The cells were fixed with 
3.7% paraformaldehyde in PBS for 10 min at 4°C, 
permeabilized with 0.4% Triton X-100 in PBS for 10 
min, and blocked with 5% bovine serum albumin for 
1 h. Cells were probed with anti-p65 NF-κB antibody 
(Santa Cruz Biotechnology, Inc.) overnight at 4°C and 
then incubated with fluorescein isothiocyanate (FITC)-
conjugated donkey anti-rabbit IgG (Jackson Immuno 
Research Laboratories Inc., West Grove, PA, USA) for 2 

microplate spectrophotometer (Molecular Devices, 
Sunnyvale, CA, USA) to determine cell viability (27).

2.4. Measurement of NO production in RAW 264.7 
macrophages

The production of NO in culture supernatants was 
assayed using Griess reagent (Sigma-Aldrich Chemical 
Co.). In brief, cells were pretreated with various 
concentrations of EEAY for 1 h and stimulated with 
LPS for 24 h. The supernatant was then collected and 
mixed with the same volume of Griess reagent for 10 
min at room temperature in the dark. Absorbance was 
measured at 540 nm with a microplate reader, and NO 
concentrations were calculated by using a standard 
curve generated with known concentrations of sodium 
nitrite (28). Fresh culture medium was used as the blank 
in all experiments.

2.5. Measurement of IL-1β production in RAW 264.7 
macrophages

Inhibitory efficacy of EEAY on the production of IL-
1β was measured by culturing cells under the same 
conditions used for the NO measurement assay. 
Levels of IL-1β concentrations in the culture media 
were determined with a selective enzyme-linked 
immunosorbent assay (ELISA) kit (R&D Systems, 
Minneapolis, MN, USA), according to the manufacturer's 
instructions (29).

2.6. RNA isolation and reverse transcription-polymerase 
chain reaction (RT-PCR)

Total RNA was isolated from cultured cells using TRIzol 
reagent (Invitrogen Life Technologies, Carlsbad, CA, 
USA), according to the manufacturer's instructions 
and then reverse transcribed using an M-MLV reverse 
transcriptase kit (BioNEER, Daejeon, Republic of 
Korea) to produce cDNAs. RT-generated cDNAs 
encoding inducible NO synthase (iNOS) and IL-1β 
genes were amplified by PCR using the desired primers 
(BioNEER). The PCR reaction was initiated at 94°C 
for 2 min, followed by 31 cycles of 94°C for 30 sec, 
30 sec annealing temperature, 72°C for 30 sec, and 
a final extension step at 72°C for 5 min. Following 
amplification, PCR products were separated by 1.5% 
agarose gel electrophoresis, stained with ethidium 
bromide (EtBr, Sigma-Aldrich Chemical Co.), and 
visualized by ultraviolet illumination. In a parallel 
experiment, glyceraldehyde 3-phosphate dehydrogenase 
(GAPDH) was used as an internal control.

2.7. Protein extraction and Western blot analysis

Cell pellets were collected and resuspended in extraction 
lysis buffer [25 mM Tris-Cl (pH 7.5), 250 mM NaCl, 
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h at room temperature. The position of the cell nucleus 
was determined with 4,6-diamidino-2-phenylindole 
(DAPI, Sigma-Aldrich Chemical Co.) solution (1 mg/
mL) for 15 min. After washing with PBS, fluorescence 
was visualized using a fluorescence microscope (Carl 
Zeiss, Oberkochen, Germany). Cells were also stimulated 
with Alexa Fluor 488-conjugated LPS (100 ng/mL, AF-
LPS; Invitrogen Life Technologies) for 30 min in the 
presence or absence of EEAY to assay for LPS/TLR4 
complex formation. Cells were fixed, stained with anti-
TLR4 antibody for 90 min at 4˚C, and then incubated 
with secondary antibodies conjugated with Alexa Fluor 
594 (Invitrogen Life Technologies) for 1 h. Stained cells 
were observed under a fluorescence microscope.

2.10. Measurement of ROS generation in RAW 264.7 
macrophages

The ROS levels in RAW 264.7 cells were measured by 
washing the cells twice with PBS and then lysing them 
with 1% Triton X-100 in PBS for 10 min at 37°C. Cells 
were then stained with 10 μM 2',7'-dichlorofluorescein 
diacetate (DCF-DA, Molecular Probes, Eugene, OR, 
USA) for 20 min at room temperature in the dark. 
Green fluorescence emitted by DCF was recorded at 
515 nm using a flow cytometer (Becton Dickinson, San 
Jose, CA, USA) (30). Images showing the generation 
of intracellular ROS were also obtained using a 
fluorescence microscope.

2.11. Statistical analysis

All data are presented as mean ± standard deviation 
(SD). Significant differences among groups were 
determined using the unpaired Student's t-test. A value 
of p < 0.05 was accepted as an indication of statistical 
significance. All the figures shown here reflect data 
obtained from at least three independent experiments.

3. Results

3.1. Cytotoxic effects of EEAY and LPS on RAW 264.7 
macrophages

The possibility of cytotoxicity caused by EEAY 
treatment was excluded by treating RAW 264.7 cells 
with various concentrations of EEAY for 24 h. The 
MTT assay showed no cytotoxicity at concentrations up 
to 500 μg/mL EEAY in the presence or absence of 100 
ng/mL LPS (Figure 1). We therefore selected 300 μg/
mL EEAY as the maximum concentration for further 
experiments using RAW 264.7 cells.

3.2.  EEAY inhibits LPS-induced NO and IL-1β 
production in RAW 264.7 macrophages

Inhibitory properties of EEAY were tested on the LPS-

induced production of NO and IL-1β as a representative 
pro-inflammatory mediator and cytokine, respectively 
(8,9), in RAW 264.7 cells. Cells were pretreated with 
the indicated concentrations of EEAY for 1 h and then 
stimulated with 100 ng/mL LPS for another 24 h. The 
levels of NO and IL-1β in the culture medium were 
determined by the Griess reaction assay and ELISA, 
respectively. As shown in Figure 2A and B, stimulation 

Figure 1. Effect of an ethanol extract of Aster yomena leaves 
(EEAY) on the cell viability of RAW 264.7 macrophages. 
Cells were treated with various concentrations of EEAY for 
24 h (A) or pretreated with the indicated concentrations of 
EEAY for 1 h prior to lipopolysaccharide (LPS) (100 ng/
mL) treatment for 24 h (B). Cell viability was assessed with a 
3-[4,5-dimethylthiazol-2-yl]-2,5-diphenyltetrazolium bromide 
(MTT) reduction assay, and the results are expressed as the 
percentage of surviving cells over control cells (no addition of 
EEAY and LPS).

Figure 2. Inhibition of NO and IL-1β production by an 
ethanol extract of Aster yomena leaves (EEAY) in LPS-
stimulated RAW 264.7 macrophages. Cells were pretreated 
with the indicated concentrations of EEAY for 1 h prior to 
incubation with 100 ng/mL LPS for 24 h. Levels of NO (A) 
and IL-1β (B) in culture media were measured by Griess assay 
and a commercial ELISA kit, respectively. Each value indicates 
the mean ± SD and is representative of the results obtained 
from three independent experiments (*p < 0.05 compared to the 
control; #p < 0.05 compared to cells cultured with 100 ng/mL 
LPS).
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with LPS markedly induced the production of NO and 
IL-1β when compared to cells not stimulated with LPS; 
however, EEAY significantly inhibited NO and IL-1β 
secretion in a concentration-dependent manner. 

3.3. EEAY suppresses LPS-induced iNOS and IL-1β 
expressions at the protein and mRNA levels in RAW 
264.7 macrophages

We subsequently used RT-PCR and Western blot analysis 
to investigate the possible relationship between the 
inhibitory effects of EEAY on NO and IL-1β production 
and regulation of expression of their synthesis enzymes. 
As indicated in Figure 3A and B, EEAY effectively 
inhibited protein and mRNA expression of iNOS and 
IL-1β in LPS-stimulated RAW 264.7 cells. Therefore, 
EEAY appeared to suppress NO and IL-1β production in 
LPS-stimulated RAW 264.7 cells by reducing expression 
of their encoding genes at the transcriptional level.

3.4. EEAY blocks LPS-induced NF-κB activation in 
RAW 264.7 macrophages

Active NF-κB translocates to the nucleus, where it 
activates its target genes including iNOS and IL-1β 
by binding to their promoter regions (31,32). We used 
immunoblotting of cytoplasmic and nuclear extracts to 
investigate the possibility that EEAY attenuates LPS-
induced activation of the NF-κB signaling pathway. 
EEAY pretreatment inhibited nuclear accumulation of 

the NF-κB p65 subunit, as well as IκBα degradation, 
in LPS-stimulated RAW 264.7 cells (Figure 4A). 
Immunocytochemistry analysis also indicated that 
NF-κB p65 was normally sequestered in cytoplasm, 
whereas robust nuclear accumulation of NF-κB p65 
was observed in RAW 264.7 microglial cells following 
stimulation with LPS. However, LPS-mediated nuclear 
translocation of NF-κB was effectively abolished by 
pretreatment with EEAY (Figure 4B). In agreement 
with the immunoblotting data, DNA-binding activity 
of NF-κB was markedly increased in response to LPS 
treatment, whereas pretreatment of the cells with EEAY 
significantly reduced DNA-binding activity of NF-κB 
(Figure 4C). These data indicate that EEAY inhibits 
LPS-induced NF-κB activation by attenuating the IκBα 
degradation.

3.5. EEAY attenuates LPS-induced activation of PI3K/
Akt and MAPK signaling pathways in RAW 264.7 
macrophages

LPS-induced NF-κB activation has a known association 
with activation of the PI3K/Akt and MAPK signaling 
pathways (7-9). Therefore, we examined the effect of 
EEAY on LPS-induced activation of Akt, a downstream 
kinase of PI3K, and three kinases of the MAPK pathway: 
extracellular signal-regulated kinase (ERK), c-Jun 
N-terminal kinase (JNK), and p38 MAPK. As shown 
in Figure 5, the level of unphosphorylated Akt was 
unaffected by either LPS or EEAY treatment, whereas 
phosphorylation of Akt showed a marked increase within 
30 min following stimulation with LPS. Stimulation of 
the cells with LPS induced rapid activation of ERK, JNK, 
and p38 MAPK, with peak levels of each phosphorylated 
MAPK occurring 30 min after addition of LPS; the un-
phosphorylated forms were unaltered. However, pre-
treatment with EEAY resulted in significant blockage of 
LPS-induced phosphorylation of Akt, as well as of the 
MAPKs. These results revealed that EEAY is capable of 
disrupting the PI3K/Akt and MAPK signal transduction 
pathways that are activated by LPS in RAW 264.7 
cells and that EEAY might be involved in inhibition of 
inflammatory mediator release.

3.6. EEAY inhibits LPS-induced TLR4 expression and 
the interaction between LPS and TLR4 in RAW 264.7 
macrophages

We next assessed the effects of EEAY on the LPS-
activated TLR4 signaling pathway. As indicated in 
Figure 6A, the expression of TLR4 protein was markedly 
up-regulated in LPS-treated RAW 264.7 cells compared 
with untreated cells. However, pretreatment of the cells 
with EEAY induced a concentration-dependent inhibition 
of this increased expression of TLR4. We also used AF-
conjugated LPS to examine the influence of EEAY on 
LPS binding to TLR4 on the RAW 264.7 macrophage 

Figure 3. Suppression of iNOS and IL-1β expression by 
an ethanol extract of Aster yomena leaves (EEAY) in LPS-
stimulated RAW 264.7 macrophages. Cells were pretreated 
with different concentrations of EEAY for 1 h, followed by 
stimulation with 100 ng/mL LPS for 24 h. (A) Total RNAs 
were prepared for RT-PCR analysis of the iNOS and IL-
1β mRNA expression using the indicated primers. (B) Cell 
lysates were prepared for Western blot analysis with antibodies 
specific for murine iNOS and COX-2, and an enhanced 
chemiluminescence (ECL) detection system. Experiments were 
repeated three times and similar results were obtained. GAPDH 
and β-actin were used as internal controls for the RT-PCR and 
Western blot analysis, respectively.
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surface. As indicated in Figure 6B, treatment of cells 
with AF-LPS alone resulted in increased fluorescence 
of AF-LPS and TLR4 on the macrophage surface when 
compared with the control group. However, this binding 
of AF-LPS to the membrane of RAW 264.7 cells was 
blocked by pretreatment with EEAY, as indicated by 
attenuation of the fluorescence intensity. Therefore, 
EEAY might block LPS-induced activation of the TLR4 
signaling pathway by suppression of LPS binding to the 
cell surface.

3.7. EEAY reduces LPS-induced accumulation of ROS 
in RAW 264.7 macrophages 

Oxidative stress is partially responsible for the initiation 
of inflammation (11,14). Therefore, we used DCF-
DA staining to examine the effects of EEAY on LPS-
induced generation of ROS in RAW 264.7 cells. The 

flow cytometry results indicated an accumulation of 
intracellular ROS at 1 h, and the ROS levels continued 
to increase up to 3 h following LPS treatment (Figure 
7A). However, this increase in LPS-stimulated ROS 
production was markedly attenuated by pretreatment 
with EEAY (Figure 7B). The positive control, generated 
by treatment with the ROS scavenger N-acetyl-l-
cysteine (NAC), also showed effective attenuation of 
LPS-induced ROS generation, and EEAY itself did 
not contribute to ROS generation. Taken together, the 
results suggest that the antioxidant properties of EEAY 
may be responsible for its anti-inflammatory properties 
in RAW 264.7 cells.

4. Discussion

When cells are infected by Gram-negative bacteria, LPS 
acts as a prototypical ligand of the membrane-bound 

Figure 4. Inhibition of NF-κB activation by an ethanol extract of Aster yomena leaves (EEAY) in lipopolysaccharide 
(LPS)-stimulated RAW 264.7 macrophages. (A) Cells were preincubated with 300 μg/mL EEAY for 1 h before 100 ng/mL 
LPS treatment for 30 min. Nuclear and cytosolic proteins were prepared for Western blot analysis using anti-NF-κB p65 and 
anti-IκB-α antibodies, and an enhanced chemiluminescence (ECL) detection system. Lamin B and β-actin were used as internal 
controls for the nuclear and cytosolic fractions, respectively. (B) Cells were pretreated with 300 μg/mL EEAY for 1 h before 
stimulation with LPS for 30 min. Nuclear extracts were subsequently assayed for NF-κB activity by an electrophoretic mobility 
assay (EMSA). (C) Cells were pretreated with 100 μg/mL EEAY for 1 h before 100 ng/mL LPS treatment. After 30 min of 
incubation, the localization of NF-κB p65 was visualized with fluorescence microscopy after immunofluorescence staining with 
anti-NF-κB p65 antibody and a fluorescein isothiocyanate (FITC)-labeled anti-rabbit IgG antibody (green). Cells were also 
stained with DAPI to visualize the nuclei (blue). Results are representative of those obtained from three independent experiments.
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TLR4 pattern recognition receptor in macrophages (5,6). 
The activation of the TLR4 pathway triggers intracellular 
signaling pathways that culminate in the activation of 
several signaling molecules, such as NF-κB, PI3K/
Akt, and MAPKs (8,9). This activation of macrophages 
then triggers inflammation through the production and 
release of pro-inflammatory mediators and cytokines, 
like NO and IL-1β, respectively, which play a central 
role in initiating and sustaining the inflammatory 
response (4,6). Stimulation of macrophages with LPS 
increases expression of the iNOS gene and promotes 
excessive NO release via decomposition of L-arginine. 
iNOS is also activated in response to inflammatory 
stimuli such as cytokines, IL, and bacterial endotoxin 
(33,34). In addition to its role in NO release, IL-1β also 
serves as one of the major pro-inflammatory cytokines 
released following LPS stimulation of macrophages, and 
its excessive production has been linked to development 
of chronic inflammatory diseases (35,36). In the 
present study, EEAY pretreatment prevented the LPS-
stimulated production of NO and IL-1β in RAW 264.7 
macrophages by potent inhibition of iNOS and IL-1β 
expression at both the protein and mRNA levels. This 
inhibition occurred without cytotoxicity, supporting 
EEAY as a promising target for inhibiting the early steps 
in inflammatory pathways. 

 Transcription factor NF-κB plays a significant role 
in the LPS-induced expression of many inflammation-
related enzymes and cytokines (31,32). NF-κB is 
normally retained in the cytoplasm due to its association 

Figure 5. Effect of an ethanol extract of Aster yomena 
leaves (EEAY) on lipopolysaccharide (LPS)-induced 
phosphorylation of Akt and MAPKs in RAW 264.7 
macrophages. Cells were pretreated with 300 μg/ml EEAY for 
1 h prior to exposure to LPS for 30 min, and total proteins were 
isolated. The proteins were subjected to SDS-polyacrylamide 
gels, followed by Western blot analysis using the indicated 
antibodies, and an enhanced chemiluminescence (ECL) 
detection system. β-actin was used as the internal control. The 
experiments were repeated three times and similar results were 
obtained.

Figure 6. Attenuation of lipopolysaccharide (LPS)-induced 
TLR4 expression, and interaction between LPS and TLR4 
by an ethanol extract of Aster yomena leaves (EEAY) in 
LPS-stimulated RAW 264.7 macrophages. (A) Cells were 
pretreated with the indicated concentrations of EEAY for 1 h 
prior to LPS treatment, and total protein was isolated at 6 h 
after LPS treatment. Levels of TLR4 protein were assessed 
by Western blot analysis using anti-TLR4 antibody, and an 
enhanced chemiluminescence (ECL) detection system. β-actin 
was used as the internal control. (B) Cells were incubated 
with Alexa Fluor 488-conjugated LPS (AF-LPS) for 1 h in the 
absence or presence of 300 μg/mL EEAY, and then distribution 
of AF-LPS and TLR4 was detected by a fluorescence 
microscopy.

Figure 7. Effect of an ethanol extract of Aster yomena 
leaves (EEAY) on LPS-induced reactive oxygen species 
(ROS) production in RAW 264.7 macrophages. RAW 264.7 
cells were treated with 100 ng/mL lipopolysaccharide (LPS) 
for the indicated time (A) or pre-incubated with or without 
300 μg/mL EEAY or 10 mM NAC for 1 h and then stimulated 
with 100 ng/mL LPS for 2 h (B). Cells were incubated with 10 
μM 2',7'-dichlorofluorescein diacetate (DCF-DA) for 30 min 
at 37°C. Cells were collected and dichlorofluorescein (DCF) 
fluorescence was measured by flow cytometry. Values were 
represented as means ± SD of two independent experiments.
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with its endogenous inhibitor, IκB-α, which renders 
NF-κB inactive. Once activated by inflammatory 
stimuli, such as LPS, IκB-α is rapidly phosphorylated 
and degraded by an ubiquitin-proteasome pathway. 
Thereafter, NF-κB translocates to the nucleus, where it 
binds to target gene promoters and drives transcriptional 
activation of various pro-inflammatory genes (6,32). 
Therefore, agents that effectively modulate NF-κB 
activation are promising candidates for treatment of 
various inflammatory diseases. Our results revealed that 
LPS stimulation resulted in nuclear translocation of NF-
κB p65 in RAW 264.7 macrophages; however, EEAY 
attenuated this nuclear translocation by inhibiting 
LPS-induced IκB-α degradation. In addition, EEAY 
suppressed binding of NF-κB to DNA. Consequently, 
inactivation of the NF-κB signaling pathway by EEAY 
might lead to down-regulation of pro-inflammatory 
factors and a consequent reduction in their release. 
This would prevent inflammation and might be the 
molecular mechanism underlying the anti-inflammatory 
effects of EEAY.
 One response to inflammatory stimuli is the 
phosphorylation of intracellular signaling molecules 
belonging to the PI3K/Akt and MAPK signaling 
pathways; this often accelerates production of pro-
inflammatory mediators and cytokines (8,9). The rate 
of phosphorylation of these molecules, which act as 
upstream regulators of NF-κB, is also well recognized 
to increase in LPS-stimulated macrophages, so that 
phosphorylation plays a critical role in progression of 
inflammation (31,37). The effects of EEAY on LPS-
induced phosphorylation of Akt and MAPKs were 
therefore examined to further explore mechanisms 
underlying its anti-inflammatory effects. Immunoblotting 
experiments confirmed that EEAY treatment attenuated 
the extent of Akt phosphorylation, indicating inactivation 
of the PI3K/Akt signaling pathway. EEAY treatment 
also down-regulated LPS-triggered activation of all three 
MAPKs (ERK, JNK, and p38 MAPK) studied in the 
RAW 264.7 macrophages. Therefore, EEAY suppressed 
PI3K/Akt and MAPK signaling pathways in LPS-treated 
RAW 264.7 macrophages, and then inactivated activation 
of the NF-κB signaling pathway to prevent activation of 
inflammation-related genes.
 Many studies have indicated that the TLR family of 
pattern recognition receptors includes central mediators 
of the inflammatory response. Accumulating evidence 
now indicates that TLR4 specifically mediates signaling 
induced by LPS (37,38). A first step in the LPS/TLR4-
mediated inflammatory signaling pathway is binding of 
LPS to TLR4, in conjunction with MYD88 adapters at 
the plasma membrane; this then initiates intracellular 
signaling cascades (4,5). Activation of TLR4 by LPS 
induces phosphorylation of PI3K/Akt and MAPK 
signaling molecules, as well as the IB kinase complex, 
eventually resulting in activation of NF-κB (40,41). 
Therefore, expression levels of TLR4 are significant as 

they enable optimal LPS responsiveness. In the present 
study, we found that TLR4 protein expression was 
highly stimulated by LPS and concentration-dependently 
inhibited by EEAY. Treatment with EEAY also markedly 
reduced formation of the complexes of LPS with TLR4, 
indicating that EEAY treatment could disrupt association 
of TLR4 with its adaptors, leading to inactivation of 
TLR4 in LPS-stimulated RAW 264.7 macrophages. 
Therefore, EEAY could inhibit an initial step of the 
intracellular signaling cascades by blocking the TLR4 
signaling pathway and subsequently suppressing 
activation of NF-κB. 
 ROS accumulation and the compensatory response 
from the endogenous antioxidant network results in a 
redox imbalance that causes oxidative stress (12,15). 
Overwhelming generation of ROS is strongly associated 
with many other pathological conditions, including 
inflammation. Chronic inflammation causes an 
amplification in inflammatory signals in macrophages 
through activation of the NF-κB signaling pathway 
and over-expression of inflammation-associated genes 
(41,42). The inflammatory mediators and cytokines also 
promote an influx of macrophages that, in turn, accelerate 
intracellular accumulation of ROS (11,14). In addition, 
ROS, acting as a secondary messenger, participates in the 
TLR4-mediated inflammatory signaling pathway (43). 
Therefore, the profound ability of EEAY to suppress 
ROS in LPS-stimulated RAW 264.7 macrophages might 
be attributable to its ability to scavenge free radicals. The 
EEAY-mediated inhibition of ROS generation might also 
potentially inhibit the intracellular signaling cascade-
dependent expression of pro-inflammatory mediators 
and cytokines, thereby explaining EEAY‘s strong anti-
inflammatory properties. 
 In conclusion, the results presented here demonstrate 
that EEAY exerts potent anti-inflammatory effects in 
RAW 264.7 macrophages. Treatment of LPS-stimulated 
RAW 264.7 macrophages with EEAY significantly 
attenuated production of NO and IL-1β by reducing 
their corresponding gene expression. Anti-inflammatory 
effects of EEAY were mediated by suppression of NF-
κB activation and subsequent attenuation of PI3K/Akt 
and MAPK signaling pathways. The ability of EEAY 
to inhibit the inflammatory response was associated, 
at least partially, with suppression of activation of 
TLR4 and a reduction of intracellular ROS production. 
The results of this study support use of EEAY as an 
alternative candidate for safe and effective treatment of 
inflammatory diseases.
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via up-regulated POU3F1 pathway
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1. Introduction

Spermatogonial stem cells (SSCs) are essential for 
maintaining male fertility as well as species continuity 
and provide the foundation for spermatogenesis (1). The 
SSCs are the only stem cells in the body that undergo 
self-renewal throughout the lifetime and transmit genetic 
information to subsequent generations (2,3). Similar to 

other tissue-specific stem cell populations, the SSCs also 
maintain tissue homeostasis by retaining the capacity 
for self-renewal and differentiation (4), and their fate 
decisions are controlled by intrinsic molecular pathways 
which are activated by extrinsic signals such as growth 
factor stimuli. Self-renewal and differentiation of rodent 
SSCs including mouse (5), rat (6,7), and hamster (8), 
depend on the response to the growth factor glial cell 
line-derived neurotrophic factor (GDNF). By binding to 
the glycosylphosphatidylinositol-anchored cell surface 
molecule of GDNF family receptor alpha1 (GFRα1), 
GDNF is able to trigger the phosphoinositide 3-kinase 
(PI3K)/protein kinase B (AKT) pathway and up-regulate 
expression of POU3F1 and eventually lead to survival 
and proliferation of SSCs (9-11) (Figure 1). 
 The POU domain transcription factors, also known 
as the octamer (OCT)-binding family of transcription 

Summary As is similar to glial cell line-derived neurotrophic factor (GDNF), the Yangjing Capsule (YC) 
extract could also lead to proliferation of spermatogonial stem cells (SSCs) by stimulating the 
phosphoinositide 3-kinase (PI3K)/protein kinase B (AKT) pathway; however, the regulatory 
effect of YC extract on the expression of POU3F1 still remains unknown. The objective of 
this study is to determine whether the transcription factor POU3F1 is up-regulated by YC 
extract through the PI3K/AKT signaling pathway to regulate SSCs survival and proliferation. 
Cultured GC-1 spermatogonial (spg) cells were treated with 0.01, 0.1, and 1 mg/mL YC 
extract for 48 h. Cell viability was analyzed using MTT assay, while POU3F1 expression was 
quantitatively detected using real time-polymerase chain reaction and Western blot analysis. 
POU3F1, GDNF family receptor alpha1 (GFRα1) short interfering ribonucleic acid (siRNA), 
and LY294002 (PI3K inhibitor) were applied as blockers to explore the underlying pathway. 
After 48 h treatment with YC extract, GC-1 spg cells proliferated and POU3F1 expression 
was significantly increased in a dose-dependent manner. POU3F1 siRNA partially blocked 
those effects of YC extract. Both GFRα1 siRNA and LY294002, as upstream blockers, reduced 
POU3F1 expression induced by YC extract. The conclusion is that YC extract promotes 
proliferation of GC-1 spg cells via up-regulation of POU3F1. The potential mechanism is that 
YC extract triggers the activation of the PI3K/AKT pathway and then up-regulates POU3F1 
expression.
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factors, have played diverse roles in cellular processes 
and stem cell functions (12). POU3F1 (also known 
as OCT6, TST-1) is a POU-subclass homeobox 
transcription factor, and it is expressed in testis as well 
as in brain. In previous studies, POU3F1 has been 
examined as a regulator of neural cell development 
(13-15). Targeted disruption of POU3F1 expression in 
mice caused neonatal lethality in which pups displayed 
abnormal myelination of the axon sheath (13). POU3F1 
was then first recognized as a candidate involved in 
SSCs when it was shown to be highly expressed in rat 
germ cells with enriched SSC activity (16). In vivo, 
POU3F1 is expressed by all proliferating spermatogonia 
(17), one previous large-scale microarray analyses 
revealed that POU3F1 gene expression was regulated 
by GDNF in cultured SSCs containing THY1+ germ cell 
populations (18). In another study, it was demonstrated 
that SSCs were induced by the GDNF-PI3K-AKT-
POU3F1 pathway in mouse Thy1+ spermatogonial cell 
cultures (10). Moreover, reduction of POU3F1 gene 
expression by short interfering ribonucleic acid (siRNA) 
treatment resulted in apoptosis in cultured germ cell 
populations, and further transplantation analyses 
revealed impaired SSCs activity in vitro. Hence, 
POU3F1 has been examined as an important intrinsic 
regulator of GDNF-induced survival and self-renewal 
of SSCs (10).
 Yangjing Capsule (YC), a Traditional Chinese 
Medicine (TCM) formula, primarily contains 11 
kinds of herbs (Herba Epimedii Brevicornus, Placenta 
Hominis, Concha Ostreae, Radix Angelicae Sinensis, 
Hirudo, Semen Astragali Complanati, Rhizoma 
Polygonati Sibirici, Radix Rehmanniae preparata, 
Semen Vaccariae Segetalis, Radix Astragali Mongolici 
and Semen Litchi ). Our team has conducted clinical 

and experimental studies on YC extract for nearly ten 
years. It could significantly improve sperm density, 
vitality, and DNA integrity in infertile males (19,20). 
Moreover, after YC extract therapy, noticeable sperm 
was found in the semen of patients' with azoospermia 
who suffered from DAZ gene deletion (21). Further 
investigations indicated that spermatogenesis could 
be enhanced by YC extract several ways. The YC 
extract stimulated mouse Leydig tumor cells to secrete 
testosterone which motivated peritubular myoid cells to 
produce factors influencing SSCs maintenance (22,23). 
The YC extract could also contribute to proliferation of 
SSCs by motivating the PI3K/AKT pathway, revealing 
the same functionality as GDNF (24). However, 
the regulatory effect of YC extract on expression of 
POU3F1 still remains unknown. Thus, the objective 
of the present study is to determine whether the 
transcription factor POU3F1 is up-regulated by YC 
extract through the PI3K/AKT signaling pathway to 
regulate SSCs survival and proliferation.

2. Materials and Methods

2.1. Chemicals

Dulbecco's Modified Eagle's Medium (DMEM), 
fetal bovine serum (FBS), penicillin, streptomycin, 
and lyophilized trypsin-ethylenediaminetetraacetic 
acid were purchased from GIBCO BRL (Grand 
Island, NY, USA). 3-[4,5-Dimethylthiazolyl-2]-
2,5-diphenyltetrazolium bromide (MTT), diethyl 
pyrocarbonate, dimethyl sulfoxide (DMSO), sodium 
dodecyl sulfate (SDS), ammonium peroxodisulphate, 
and Tris-hydrochloride were obtained from Sigma (St. 
Louis, MO, USA). The recombinant murine GDNF was 
purchased from Pepro Tech (Rocky Hill, NJ, USA). 
TRIzol reagent, PrimeScript RT Master Mix, and SYBR 
Green PCR Master Mix reagent kits were obtained 
from TaKaRa (TaKaRa Biotechnology, Dalian, China). 
The primers were synthesized by Invitrogen Life 
Technologies (Carlsbad, CA, USA). The whole protein 
extraction kits were purchased from KeyGen (KeyGen 
Biotech. Co. Ltd., Nanjing, China). The goat polyclonal 
anti-POU3F1 and rabbit polyclonal anti-GFRα1 were 
purchased from Santa Cruz Biotechnology (Santa Cruz, 
CA, USA). The rabbit monoclonal anti-AKT (phospho 
S473) was purchased from Abcam (Cambridge, MA, 
USA). The mouse monoclonal anti-glyceraldehyde 
3-phosphate dehydrogenase (GAPDH) and horseradish 
peroxidase (HRP)-conjugated secondary antibodies 
were purchased from BioWorld (St. Louis Park, MN, 
USA). Enhanced Chemiluminescence was obtained 
from Amersham Biosciences (Uppsala, Sweden).

2.2. Preparation of YC extract

The YC consists of 11 traditional Chinese drugs: 13.3% 
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Figure 1. Mechanisms of GDNF and YC extract promoting 
the proliferation of spermatogonial stem cells (SSCs). 
GDNF binds with GFRα1 through RET tyrosine kinase to 
activate PI3K/AKT intracellular signaling pathway and up-
regulate the transcription factor POU3F1, and thus leads to 
SSCs proliferation. The YC extract triggers the activation of 
PI3K/AKT pathway and then up-regulates POU3F1 expression 
similar to GDNF.
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blots. To explore the underlying signaling mechanism, 
POU3F1,  GFRα1 s iRNA, and PI3K inhibi tor 
(LY294002) were carried out. For POU3F1 knockdown, 
21-nucleotide siRNA sequences (sense: 5'-CCC UCU 
ACG GUA ACG UGU UTT -3' and antisense: 3'-TTG 
GGA GAU GCC AUU GCA CAA -5') targeting mouse 
POU3F1 sequence (CCC TCT ACG GTA ACG TGT 
T) were designed using BLOCK-iT RNA interference 
(RNAi) Designer (Invitrogen, Carlsbad, CA, USA) and 
synthesized by Invitrogen. For GFRα1 knockdown, 
21-nucleotide siRNA sequences (sense: 5'-GCC CUC 
ACA GGC UUC UGU UTT-3' and antisense: 3'-TTC 
GGG AGU GUC CGA AGA CAA-5') targeting mouse 
GFRα1 sequence (GCC CTC ACA GGC TTC TGT T) 
were also designed and synthesized by Invitrogen (27). 
The Stealth RNAi negative control was obtained from 
Invitrogen, which was used as a control for monitoring 
nonsequence-specific effects. Before transfection, GC-1 
spg cells were seeded in 6-well plates at a density of 1 
× 105/well for 24 h and then POU3F1, GFRα1 siRNA, 
and Stealth RNAi negative control were transfected 
into GC-1 spg cells by Lipofectamine 2000 (Invitrogen, 
Carlsbad, CA, USA). At 24 h after transfection, the 
cells were treated with 1 mg/mL YC extract for 48 
h and then harvested for quantitative RT-PCR and 
Western blot analyses. For PI3K inhibition, GC-1 spg 
cells were exposed to 25 μM LY294002 (targeting the 
ATP-binding site of the PI3K) for abrogating PI3K 
activation. Two hours later, 1 mg/mL YC extract 
was added. After 48 h, the cells were harvested for 
quantitative RT-PCR and Western blot analyses.

2.5. MTT assay of cell proliferation

The cells were seeded in 96-well plates and treated with 
0 and 1 mg/mL YC extract, 20 ng/mL GDNF, 1 mg/
mL YC extract with 25 pmol/mL control siRNA, and 
25 pmol/mL POU3F1 siRNA, respectively (n = 5) for 
48 h. 20μL of MTT (5 mg/mL) was added to each well 
and incubated for 4 h before it was discarded. Then the 
obtained purple-blue MTT formazan precipitate was 
dissolved in 100μL DMSO. The absorbance (OD) was 
measured at 490 nm and the proliferation ratio (%) was 
calculated using the formula: (average OD treatment 
group/average OD control group-1) × 100%.

2.6. RNA isolation and quantitative RT-PCR

Cells at a density of 2 × 105/well were plated in 6-well 
plates for 48 h. The total RNA was extracted using 
TRIzol reagent and measured using spectrometry 
at an OD 260/280. Later, extracted RNAs were 
reversibly transcribed into cDNA in a total volume of 
20 μl with PrimeScript RTMaster Mix. All of the RT-
PCR reactions were performed with a CFX96 RT-
PCR system (Bio-Rad Laboratories, Hercules, CA, 
USA) using SYBR Green PCR Master Mix (Bio-Rad 

Yinyanghuo (Herba Epimedii Brevicornus), 13.3% 
Wangbuliuxing (Semen Vaccariae Segetalis), 13.3% 
Muli (Concha Ostreae (calcined)), 10% Danggui 
(Radix Angelicae Sinensis), 10% Huangqi (Radix 
Astragali Mongolici), 6.7% Shayuanzi (Semen Astragali 
Complanati), 6.7% Ziheche (Placenta Hominis), 6.7% 
Huangjing (Rhizoma Polygonati Sibirici), 6.7% Lizhihe 
(Semen Litchi), 6.7% Shuizhi (Hirudo), and 6.7% 
Shudihuang (Radix Rehmanniae Preparata). The YC 
extract was prepared based on the methods described by 
Kao (25) et al. and Hu (26) et al. The content of the YC 
(3.33 g, equivalent to 10 g of crude drug) was extracted 
with 333 mL of double distilled water and subsequently 
subjected to ultrasonic extraction for 45 min. The 
supernatant was collected and the residue was dissolved 
and extracted in a similar manner. The two solutions 
were combined and centrifuged at 13,000 g for 30 min at 
4°C to collect the supernatant, which was concentrated 
to 100 mL with a rotary evaporator at 60°C. The final 
concentration of the YC extract corresponded to 100 
mg/mL of the crude herbal dose. A radioimmunoassay 
(RIA) confirmed that there was no GDNF in the YC 
extract, and RIA was performed to avoid the influence of 
GDNF on the GC-1 spg cells. The pH of the extract was 
adjusted to 7.0, and the extract was sterilized by filtration 
on a super clean bench and stored at -80°C for use.

2.3. Cell culture and treatment

The mouse GC-1 spermatogonial (spg) cell line was 
obtained from ATCC (CRL-2053). The GC-1 spg 
cells were cultured in DMEM medium supplemented 
with 10% FBS, 100 IU/mL penicillin, and 100 μg/mL 
streptomycin, and then incubated in a 5% CO2 incubator 
at 37°C. The YC extract was diluted with DMEM 
without serum to make various concentrations. In the 
clinical setting, the YC was administered to treat male 
infertility at a dose of 2 pills three times a day. This 
dosage was equivalent to 9 g of crude drug. Considering 
the mean volume of one adult as approximately 0.06 m3, 
the distribution of medicine can be estimated as 0.15 mg/
mL. Hence, the concentration of 0.1 mg/mL was chosen 
as the middle dose to feed the cells. Then, this dose was 
adjusted 10-fold to investigate a range of concentrations 
corresponding to 0.01, 0.1, and 1 mg/mL of the crude 
herbal dose.

2.4. SiRNA transfection and PI3K inhibition of GC-1 
spg cells

The GC-1 spg cells were treated at a density of 2 × 105/
well in 6-well plates with 0, 0.01, 0.1, and 1 mg/mL YC 
extract and 20 ng/mL GDNF (used as positive control), 
respectively. After 48 h, the cells were collected for 
messenger RNA and protein analysis to detect the 
expression of POU3F1 using quantitative real time-
polymerase chain reaction (RT-PCR) and Western 
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Laboratories, Hercules, CA, USA). GAPDH was used 
as the internal control. Primer sequences were designed 
and synthesized by Invitrogen as follows: GAPDH, 
sense: 5'-AGG TTG TCT CCT GCG ACT TCA-3' and 
antisense: 5'-GGG TGG TCC AGG GTT TCT TAC 
T-3'; POU3F1, sense: 5'- TAC CGC GAA GTG CAG 
AAG C -3' and antisense: 5'- CGT GGG TAG CCA 
TTG AGG G -3'; and GFRα1, sense: 5'-AGA AGC 
AGT TTC ACC CAG-3' and antisense: 5' ATC ATC 
ACC ACC ACC ATC-3'. Reactions were performed at 
94°C for 2 min followed by 40 cycles at 94°C for 30 s, 
55°C for 15 s, and 70°C for 1 min. The final extension 
was carried out for 5 min at 72°C. A melting curve 
analysis was performed to confirm the products. The 
relative abundance of the target mRNA were calculated 
using the 2−ΔΔCt method. The data were expressed as the 
percentage of control (100%)

2.7. Protein extraction and western blot analysis

Cells were seeded in 6-well plates at a density of 2 × 105/
well for 48 h. The cells were harvested, washed three 
times with precooled phosphate-buffered saline, and 
treated with cell lysis buffer for Western blot analysis. 
After centrifugation at 12,000 g at 4°C for 15 min, the 
supernatants were collected and stored at -80°C until 
analysis. The concentrations of protein were measured 
using the Bio-Rad Bradford assay (Bio-Rad Laboratories, 
Hercules, CA, USA). Proteins were normalized to 60 
μg/lane and separated on 12% SDS-polyacrylamide 
gel electrophoresis, and subsequently transferred to 
nitrocellulose membranes. After treatment with blocking 
solution (5% skim milk powder in Tris-buffered saline) 
at 37°C for 1 h, the membranes were incubated overnight 
with the primary antibodies goat polyclonal anti-
POU3F1 (1:200 dilution), rabbit monoclonal anti-pAKT 
(1:5000 dilution), rabbit polyclonal anti-GFRα1 (1:400 
dilution), or mouse monoclonal anti-GAPDH (1:3000 
dilution) at 4°C. After washing with Tris buffered 
saline with Tween 20 three times, the membranes were 
incubated with HRP-conjugated secondary antibodies 
(1:3000 dilution) at 37°C for 1 h and examined using 
enhanced chemiluminescence. The relative protein levels 
in each sample were normalized to those of GAPDH 
to standardize for variations in loading. Densitometric 
analyses of the scanned immunoblotting images were 
performed using a Quantity One image system (Bio-Rad 
Laboratories, Hercules, CA, USA). 

2.8. Statistical analysis

All data were analyzed using a SPSS (Version 19.0) 
statistical package and presented as mean ± standard 
deviation for three independent experiments. One-way 
analysis of variance was used to analyze the differences 
between groups, followed by Dunnett's t-test. A p value 
of < 0.05 was considered statistically significant.

3. Results

3.1. Effects of the YC extract on the expression of 
POU3F1 mRNA and protein

As shown in Figure 2A, the expression of POU3F1 
mRNA increased significantly after exposure to 0.01, 
0.1, and 1 mg/mL YC extract and 20 ng/mL GDNF (p = 
0.083, p < 0.001, p < 0.001 and p < 0.001 respectively). 
As shown in Figure 2B, expression of POU3F1 protein 
also increased evidently under the same conditions. 
The YC extract enhanced the expression of POU3F1 
mRNA and protein in a dose-dependent manner with a 
maximal effect observed at a 1 mg/mL concentration. 
Hence, a YC extract dose of 1 mg/mL was selected for 
further experiments.

3.2. POU3F1 knockdown blocks YC extract induced 
proliferation of GC-1 spg cells

To investigate the transcriptional level mechanism by 
which YC extract can induce proliferation of GC-1 
spg cells, a POU3F1 knockdown was performed. 

Figure 2. Effects of the YC extract on the expression of 
POU3F1 mRNA and protein in GC-1 spg cells. The GC-1 
spg cells were treated with 0.01, 0.1, and 1 mg/ml YC extract 
or 20 ng/ml GDNF for 48 h. The expression of mRNA was 
detected using quantitative RT-PCR. The expression of 
protein was detected using Western blot analysis. The data 
are expressed as percentage of control (100%). **p < 0.01 
compared with control group. Data are presented as means (SD) 
from three independent experiments and representative bands 
are shown.
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As shown in Figure 3A, YC extract and GDNF 
significantly stimulated cell proliferation (p < 0.001 
for both). However, POU3F1 siRNA (25 pmol/mL) 
could evidently reduce the stimulative effect of YC 
extract by 24% (p < 0.001). As shown in Figures 3B 
and 3D, POU3F1 siRNA could abolish the upregulation 
of POU3F1 expression at levels of mRNA and protein 
induced by YC extract with a 61% interference 
efficiency (p < 0.001).

3.3. PI3K inhibition blocks YC extract induced Up-
regulation of POU3F1 expression

To explore whether the YC extract induced proliferation 
of GC-1 spg cells via PI3K/AKT signaling pathway, 
LY294002, a PI3K inhibitor, was added 2 h before 
the YC extract treatment. As shown in Figure 4A, 
LY294002 could abrogate the upregulatory expression 
of POU3F1 mRNA induced by YC extract, with a 
64% interference efficiency (p < 0.001). As shown 
in Figure 4B, the POU3F1 protein levels also down-

regulated remarkably with similarity to POU3F1 
mRNA. Meanwhile, the upregulation of pAKT protein 
expression induced by YC extract, an evidence for 
PI3K/AKT pathway activation, was also suppressed by 
LY294002. 

3.4. PI3K inhibition blocks YC extract induced Up-
regulation of POU3F1 expression

Considering the membrane receptor  GFRα1's 
participation in the YC extract mediated pathway, 
a GFRα1 knockdown experiment was conducted 
to confirm whether down-regulated GFRα1 had an 
effect on POU3F1 expression. As shown in Figures 
5A and 5D, GFRα1 siRNA significantly inhibited the 
upregulation of YC extract induced POU3F1 mRNA 
and protein expression by 58% (p < 0.001 for both). 
Correspondingly, the upregulation of GFRα1 and pAKT 
expression induced by YC extract were also suppressed 
by GFRα1 siRNA (Figure 5B and 5D) (p < 0.001 
for both). So far, an unambiguous signaling pathway 

Figure 3. POU3F1 knockdown blocked YC extract induced proliferation of GC-1 spg cells. (A) The GC-1 cells were 
exposed to control blank, 20 ng/mL GDNF, 1 mg/mL YC extract, and 1 mg/mL YC extract with 25 pmol/mL control siRNA or 
POU3F1 siRNA. **p < 0.01 compared with control group, ∆∆p < 0.01 compared with control group, ##p < 0.01 compared with YC 
extract and POU3F1 siRNA group, n = 5. (B), (D) POU3F1 knockdown blocked YC extract induced upregulation of POU3F1 
expression. The GC-1 cells were exposed to control blank, 1 mg/mL YC extract, and 1 mg/mL YC extract with 25 pmol/mL 
control siRNA or POU3F1 siRNA. **p < 0.01 compared with control group. ##p < 0.01 compared with YC extract with POU3F1 
siRNA group. (C) The expression of POU3F1 mRNA was reduced by 66% in POU3F1 siRNA-treated cultures compared with 
those treated with nontargeting control siRNA at 36 h after transfection. Data are presented as means (SD) from three independent 
experiments and representative bands are shown.
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behind the YC extract induced proliferation of GC-1 
spg cells at the cytomembrane (GFRα1), cytoplasm 
(PI3K/AKT), and intra-nuclear transcriptional levels 
(POU3F1) were confirmed in this study.

4. Discussion

At present, functional assay systems shed new light 
on studying the SSCs population and enable use of 
these cells for applications in animal transgenesis 
and medicine (28). Comprehension of SSCs at the 
molecular level provides an opportunity to explore 
TCM mechanism of action on SSCs. Interestingly, 
the GC-1 spg cell line has served as a convenient tool 
to critically study pathways regulating the SSCs fate 
decisions and survival. As stated previously, the YC 
extract can lead to proliferation of GC-1 spg cells by 
activating the PI3K/AKT pathway, sharing the same 
functionality as GDNF, while the downstream signaling 
mechanism is poorly understood in consideration of 
POU3F1 as a significant transcription factor regulated 
by GDNF. In the present study, the role of POU3F1 
in YC extract mediated proliferation of SSCs was 
examined.
 The GDNF, secreted by Sertoli cells and peritubular 
myoid cells, is the major paracrine factor specifically 
responsible for the maintenance and self-renewal of SSCs 
in vivo (29,30). Other signaling pathways like insulin-
like growth factor-1 receptor (IGF-1R) (31) mediated 
and fibroblast growth factor 2 (FGF2) (32) mediated 
pathways also play a role. The GDNF binding to GFRα1 
induces RET activation that further leads to the activation 

Figure 4. PI3K inhibition blocked the YC extract induced 
up-regulation of POU3F1 expression. The GC-1 cells were 
exposed to control blank, 1 mg/mL YC extract, and 1 mg/mL 
YC extract with 25 μM LY294002. **p < 0.01 compared with 
control group. ##p < 0.01 compared with YC extract group. 
Data are presented as means (SD) from three independent 
experiments and representative bands are shown.

Figure 5. GFRα1 knockdown blocked the YC extract induced up-regulation of POU3F1 and pAKT expression. (A), (B) The 
GC-1 cells were exposed to control blank, 1 mg/mL YC extract, and 1 mg/mL YC extract with 25 pmol/mL control siRNA or GFRα1 
siRNA. **p < 0.01 compared with control group. ##p < 0.01 compared with YC extract with GFRα1 siRNA group. (A), (D) GFRα1 
knockdown blocked YC extract induced upregulation of POU3F1 expression. (B), (D) Correspondingly, the upregulation of GFRα1 
and pAKT expression induced by YC extract were also suppressed by GFRα1 siRNA. (C)Treatment with GFRα1 siRNA resulted in 
70% reduction of gene expression compared with nontargeting control siRNA at 36 h after transfection. Data are presented as means 
(SD) from three independent experiments and representative bands are shown.
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of the PI3K/AKT signaling pathway which is required 
for spermatogonial self-renewal in mice (11,33). Further 
research showed that POU3F1 was an important intrinsic 
regulator of GDNF-induced survival and self-renewal 
of mouse SSCs (10). Based on the comparable effects of 
YC extract and GDNF, it was speculated that POU3F1 
also played a key role in YC extract's mediated biological 
effects. In this study we blocked three key signal factors 
GFRα1 (cytomembrane level), PI3K(cytoplasm level), 
POU3F1(intra-nuclear transcriptional level) in the GDNF 
induced signaling pathway to test whether the YC extract 
went through the same pathway.
 To investigate the role of POU3F1 in the proliferation 
of GC-1 spg cells induced by YC extract, siRNA 
mediated POU3F1 knockdown was used in this study. 
As shown in Figure 3, POU3F1 siRNA (25 pmol/mL) 
almost entirely abolished the proliferative effect of GC-1 
cells induced by YC extract. Correspondingly, POU3F1 
knockdown also abrogated the elevated expression of 
POU3F1 mRNA and protein induced by YC extract 
(Figure 3). On the basis of these results, it was inferred 
that YC extract exerts biological effects partly via 
POU3F1. 
 To further explore the YC extract mediated signaling 
mechanism, the GC-1 cells were treated with 25 μM 
LY294002 to inhibit the PI3K pathway. In previous 
studies, it was found that the PI3K pathway played a 
central role in the GDNF induced self-renewal of SSCs 
(33,34). The binding of GDNF to GFRα1 triggers the 
PI3K/AKT pathway and eventually leads to self-renewal 
of SSCs via up-regulated expression of POU3F1. 
As expected, pAKT protein and POU3F1 expression 
were increased evidently after YC extract treatment, 
confirming the PI3K/AKT pathway activation (Figure 
4). Moreover, LY294002 markedly down-regulated the 
expression of pAKT and POU3F1, indicating that PI3K/
AKT were the explicit signaling molecules of YC extract 

induced up-regulation of POU3F1 expression. 
 Furthermore, GFRα1 siRNA was used to interrupt 
the binding of YC extract to GFRα1, to observe whether 
GFRα1 expression and downstream pAKT and POU3F1 
were restrained. The GFRα1 is expressed in all stages 
of type A spermatogonia (35), and it is a necessary 
component of the GFRα1/RET complex. The RET alone 
is unable to bind with GDNF unless it is co-expressed 
with the GFRα1 receptor. The association of GDNF with 
RET tyrosine kinase is mediated by GFRα1, and GDNF 
cannot induce RET autophosphorylation in the cells 
that lack GFRα1 expression (27). A previous study (24) 
revealed that both GFRα1 siRNA and LY294002 could 
markedly abrogate the stimulative effect of YC extract. 
As shown in Figure 5, GFRα1 knockdown almost 
entirely abrogated the elevated expression of GFRα1 
mRNA and protein induced by YC extract. Accordingly, 
the up-regulated pAKT protein, POU3F1 mRNA and 
protein expression also dropped down after GFRα1 
siRNA treatment. Conclusively, it could be inferred that 
POU3F1, GFRα1, and PI3K played crucial roles in the 
promotion of GC-1 spg cells self-renewal induced by YC 
extract.
 To date, some medicines have been found with 
definite effects on the proliferation of SSCs. For 
example, natural drugs like Petasites Japonicas 
butanol (36), Rhodiola Sachalinensis polysaccharides 
(37), Lycium Bararum polysaccharides (38) and 
Astragalus (39), others like growth factors (40), follicle 
stimulating hormone (FSH) (41), human chorionic 
gonadotropin (hCG) (42), Zinc (43) and Selenium 
(44), all have proliferative effects. In comparison with 
biomonomers of natural drugs and other chemicals, 
sophisticated compounds of TCM have various 
effects made by a variety of chemical components, 
multi-linked and multi-targeted in the body. As a 
sophisticated compound, the YC extract contains 11 

Table 1. Primary active ingredients and functions of Chinese herbs

Chinese herbs

Placenta Hominis

Herba Epimedii 
Brevicornus

Concha Ostreae

Hirudo
Radix Angelicae 
Sinensis

Active ingredients

hCG
GnRH
Total flavonoids

Icariin

Zinc
Selenium

Hirudin
Ferulic acid

Functions

Promoted the proliferation of SSCs after transplantation.
Promoted the release of FSH and LH by pituitary thereby stimulating spermatogenesis
Increased testicular weights, sperm counts and sperm motility.
Restored oxidative damage by up-regulating the expression of antioxidant enzymes ( SOD3 
and GPX1 ).
Increased testosterone levels by up-regulation the expression of PBR and StAR. 
Increased FSHR and claudin-11 mRNA expression in Sertoli cells.
Promoted the proliferation of SSCs, the progression spermatogenesis and sperm motility.
Promoted the proliferation of SSCs.
Protected against oxidative damage to spermatozoa throughout the process of sperm 
maturation.
Selenoproteins served as structural components of mature spermatozoa.
Improved testicular microcirculation.
Improved testicular microcirculation.

SOD3: superoxide dismutase 3; GPX1: glutathione peroxidase 1; PBR: peripheral type benzodiazepine receptor; StAR: steroidogenic acute 
regulatory protein; hCG:human chorionic gonadotropin; GnRH: Gonadotropin-releasing hormone; FSH: follicle stimulating hormone; FSHR: follicle 
stimulating hormone receptor; LH: luteinizing hormone.

Ref.

(42)
(45)
(46)

(47)

(43)
(44)
(48)

(49)
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Chinese medicinal herbs with multitudes of monomers, 
including hCG, Zinc and Selenium, which show direct 
evidence of the proliferative effect on SSCs. The 
primary active ingredients of the YC extract are listed 
in the Table1. It may promote proliferation of GC-1 spg 
cells two ways. One way is through the hypothalamic-
pituitary-testicular axis that works. Placenta Hominis 
contains gonadotropin-releasing hormone (GnRH) 
and hCG. GnRH can promote the release of FSH 
and luteinizing hormone (LH) by pituitary thereby 
stimulating spermatogenesis (45). hCG exerts the 
same function as LH (42). Another way is through the 
testicular microenvironment. Total flavonoids of Herba 
Epimedii Brevicornus can restore oxidative damage 
in the testis (46). Icariin has testosterone mimetic 
properties and can significantly increase testosterone 
levels (47). Zinc and Selenium are essential trace 
elements for the maintenance of SSCs, the progression 
of spermatogenesis, and the regulation of sperm 
motility (43,48). Hirudin and ferulic acid can improve 
testicular microcirculation and metabolic function (49).

5. Conclusions

In summary, it was concluded that YC extract could 
up-regulate POU3F1 expression, partly via GFRα1, 
by triggering the activation of the PI3K/AKT pathway 
and finally lead to self-renewal of SSCs. The present 
study findings provide evidence of molecular biology 
mechanism of TCM to further guide the clinical 
treatment of male infertility. In addition, most of the 
transcription factors (POU3F1, BCL6B, ETV5, ID4, 
and LHX1) that have been identified as promoting SSCs 
self-renewal are up-regulated by GDNF (12). Since 
GDNF is crucial for promoting SSCs self-renewal and 
YC extract possesses similar functionality compared 
to GDNF, the above mentioned transcription factors 
could be responsible for coordinating the action of YC 
extract in SSCs. In future research, it will be meaningful 
to conduct a microarray analysis on cultures of SSCs 
induced by YC extract to gain a more comprehensive 
list of GDNF regulated genes. Furthermore, as YC 
extract consists of multiple components, further studies 
will be focused on excavating the primary effective 
biomonomer.
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1. Introduction

Asbestos and asbestos-like fibers are naturally occurring 
crystalline silicates whose exceptional physicochemical 
properties have led to their extensive use in innumerable 
industrial applications worldwide (1,2). Occupational 
or environmental exposure to asbestos is associated to 
the development of asbestos-related diseases (ARDs) 
through accumulation of asbestos fibers and bodies in 
the lungs (2).
 ARDs are characterized by a slow onset and an 
insidious course. They induce a range of non-malignant 
inflammatory diseases (asbestosis) due to formation 
of plaques in the pleura and to permanent fibrosis, 

which promote carcinogenesis (3). Malignant ARDs 
include bronchogenic carcinoma and mesothelioma of 
the pleura (80-90%), peritoneum (10-15%), and other 
mesothelial surfaces (< 5%) (4). MM is rare in the 
general population, but common in exposed cohorts. It 
is a lethal cancer characterized by considerable latency 
(≥ 30-60 years) (5), poor prognosis and quality of life, 
and unresponsiveness to currently available treatments. 
Symptoms are non-specific and the differential 
diagnosis (by pleural biopsy) is complex, invasive, and 
often late (6). The success and applicability of current 
multimodal therapeutic protocols depend on tumor 
stage, patient performance status and co-morbidities 
(7). Patients with advanced, unresectable, and poorly 
differentiated disease as well as co-morbidities have a 
worse prognosis (7). Increased treatment effectiveness 
through patient-tailored care and management depend 
on monitoring exposed subjects and early disease 
detection. The discovery and validation of MM-
specific, non-invasive biomarkers, a goal that has 
been pursued for more than 20 years (8), would enable 
disease detection at the asymptomatic stage. Recent 
studies have found that microRNAs (miRNAs) play an 

Summary Malignant mesothelioma (MM) is an insidious, lethal asbestos-related cancer that is poorly 
responsive to current treatments. Specific and sensitive biomarkers providing early MM 
diagnosis in exposed subjects, who are at high-risk of developing it, are sorely needed. 
MicroRNAs (miRNAs) are endogenous, non-coding, small RNAs with a well-established 
diagnostic role in cancer and pollution exposure. In a recent systematic review and qualitative 
meta-analysis followed by a functional investigation, we examined all the available data 
on the miRNA biomarkers involved in asbestos exposure and MM pathways. This invited 
commentary aims to provide an insightful critique into the state of the art of the research into 
clinically relevant miRNA biomarkers, highlighting the strengths and weaknesses of current 
research efforts in this field. It also reviews the suggestions advanced to improve biomarker 
development productivity and the translation of research results into clinical practice, 
stressing that multicenter multidisciplinary studies adopting standardized methods and 
protocol sharing are the key to move from the workbench to the clinic.
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important role in MM biology and have the potential 
to be employed both as biomarkers and as therapeutic 
targets (9). They are short, non-coding RNAs with a key 
role as post-transcriptional regulators in physiological 
and pathological processes; they interact with target 
mRNAs in a sequence-specific manner, and are 
differentially expressed in several diseases including 
cancer onset and progression. High-quality miRNAs 
are tissue-specific and easy to extract from tissue, cells, 
and body fluids (10,11); circulating cell-free miRNAs 
are highly stable because they are bound to specific 
carriers, such as microvesicles, Argonaute proteins, 
and high-density lipoproteins (12-14). These evidence 
have led to suggest a role for them as clinical molecular 
markers. Given the invasive nature of MM diagnosis 
and differential diagnosis from other cancers or benign 
proliferations, a variety of technological approaches 
and study designs have been applied over the past 10 
years to test the value of miRNAs as non-invasive 
MM biomarkers. However, although a myriad putative 
miRNAs having diagnostic/prognostic relevance have 
been identified, the translation of research findings to 
clinical practice has met with limited success.

2. Diagnostic value of miRNAs in asbestos exposure: 
state of the art

In 2015, our group undertook a systematic review to 
collect and analyze the best evidence on the question 
(15). The miRNAs reported to have diagnostic potential 
since the earliest studies were comprehensively 
reviewed in an effort to find an evidence-based 
consensus on their biomarker potential in asbestos-
exposed subjects and MM patients. Secondary data 
analysis has huge possibilities to identify high-quality 
evidence in these datasets and to provide guidance 
when the literature is inconsistent and studies disagree. 
The results of our work, the first systematic review 
and qualitative/quantitative meta-analysis on the issue, 
suggested that miRNAs may indeed play a key role 
in the diagnosis of asbestos exposure and ARDs and 
through it also improve prognosis and survival. A 
systematic search of the major biomedical databases 
for miRNA expression signatures related to asbestos 
exposure and MM provided a number of promising 
candidates, which were subjected to functional and 
bioinformatic analysis to assess their biomarker 
potential (15). The evidence-based picture thus obtained 
highlighted some major strengths and weaknesses of 
miRNA research in the field.

2.1. Strengths of MM-miRNA research

The literature search found a number of promising 
miRNAs, designated as "mesomiRs" (MM-associated 
miRNAs), with early diagnostic potential (15). In 
particular, two signatures, one found in blood and 

another in tissue, are expressed differently in asbestos-
exposed subjects vs. MM patients:
 i) the circulating miRNAs miR-126-3p, miR-103a-
3p, and miR-625-3p were seen to provide a particularly 
promising multi-marker panel in combination with 
mesothelin and/or fibulin-3 for early, non-invasive 
diagnosis and screening of high-risk, exposed subjects 
(15); circulating miRNAs have ideal biomarker value, 
because they are non-invasive, stable, not expensive to 
test, and vary little in the general population.
 ii) the tissue miRNAs that have been described most 
consistently (miR-16-5p, miR-126-3p, miR-143-3p, 
miR-145-5p, miR-192-5p, miR-193a-3p, miR-200b-3p, 
miR-203a-3p, and miR-652-3p) were pooled into a meta-
signature that was found to have diagnostic value (15).
 Application of these two miRNA panels, which are 
endowed with high sensitivity and specificity, has the 
potential to supply a more accurate assessment of the 
likelihood of MM development by asbestos-exposed 
subjects compared with other biomarkers; it may even 
allow to assess patients, the rate of cancer progression, 
and prognosis based on relative miRNA expression (15). 
The performance of the two biomarker panels should 
also be assessed in terms of surveillance of high-risk 
patients and early MM detection, so that adjuvant - 
systemic or targeted - therapies can be instituted at an 
earlier time point. This work should be supplemented by 
validation studies carried out in the population at risk, 
using a sensitive detection method and large cohorts 
of patients and controls. These studies would enable 
miRNA research to be translated into clinical practice. 
The evaluation of biomarker panels, rather than single 
molecules, provides the conceptual framework for 
defining the status of biological systems in health 
and disease and falls into the sphere of molecular 
pathological epidemiology (MPE). This novel 
discipline, which has been defined as "epidemiology 
of molecular pathology and heterogeneity of disease" 
(16), straddles traditional pathology and epidemiology 
and assesses how particular exposures influence disease 
risk through the search for and evaluation of molecular 
pathological markers also in relation to exogenous (e.g. 
exposure) and endogenous factors (17,18). Under the 
umbrella of the "the unique disease principle" (19), 
MPE is intertwined with precision medicine (16,20) and 
is the research branch capable of identifying potential 
biomarkers for the new frontier of personalized 
medicine (21).
 Analysis of the meta-dataset suggested to us that there 
could be a correlation between deregulated circulating 
and tissue miRNAs and the pathogenic process triggered 
by asbestos exposure (15). These miRNA pools should 
be further evaluated not only as diagnostic instruments, 
but also as possible therapeutic targets by assessing their 
molecular role. Another key task, beside the evaluation 
of their up- or down-regulation, is the validation of their 
targets and regulators, which would clarify how miRNAs 
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related to specimen provenance and biomarker assay 
protocols (15). 
 We hope that this overview of the strengths of 
the approaches that have been applied to discover 
promising miRNAs and of the limitations that hinder 
the progress of biomarker research toward clinical 
validation of results may induce a greater focus of 
research efforts.

3. A call to action to turn the biomarker potential of 
miRNAs into a clinical reality

We share the view that all investigations should begin 
with a clearly defined, appropriately designed study 
that eventually confers clinical benefits on patients 
(22). As regards MM, the poor prognosis and quality 
of life of patients and the lack of an effective cure 
urge strong and effective action. Finding biomarkers 
capable of non-invasive diagnosis or of early disease 
prediction in high-risk subjects would have enormous 
implications (15). However, the search for biomarkers 
is a complex process whose steps include verification, 
validation, demonstration of analytical validity, 
evaluation of clinical value and, ultimately, assessment 
of clinical effectiveness (23). The major limitations 
hampering the translation of basic biomarker research 
into useful clinical assays are reported in Figure 1. 
Our conclusions are in line with those reached by the 
National Biomarker Development Alliance (NBDA) 
after a two-year review and consultation process. This 
unique trans-sector alliance - which is dedicated to 
solve the problems hindering biomarker research and 
discovery to accelerate their clinical application - has 
identified a number of difficulties affecting the whole 
biomarker research pipeline, from discovery to clinical 
validation and regulatory approval (24,25). According 
to the NBDA, key shortcomings of biomarker research 
translation also include the lack of common standards 
for data reporting and exchange, for database design and 
interoperability, for longitudinal integration of discovery 
and clinical development data, and for the integration of 
molecular profiling data into electronic medical records. 
A further weakness is the present reliance on isolated 
facilities endowed with high technical specialization, 
whereas coherent systems-based approaches that reflect 
the "multidimensional technical, clinical and regulatory 
complexities required to validate a new generation of 
multiplex molecular diagnostics" would ultimately 
provide better results (24).
 These considerations provide a further call to action, 
to plan well-designed studies for the rapid validation of 
miRNAs with biomarker potential, alone or combined 
with mesothelin or fibulin-3, and to test their clinical 
value in high-risk individuals. In parallel, further 
basic research work should be aimed to investigate the 
molecular pathways that are regulated by aberrantly 
expressed miRNAs. Experimental methods, patient 

induce or repress critical pathways involved in the 
carcinogenesis triggered by asbestos exposure.

2.2. Weaknesses of MM-miRNA research

An interesting consequence of the evaluation of the 
works collected in the meta-analysis was the insight we 
gained into the problems that hamper the translation of 
research findings into clinical applications. In particular, 
the lack of study design and method standardization 
seriously hampers the reproducibility of results obtained 
in different laboratories, magnifying inconsistencies. 
Major obstacles were identified in the pre-analysis, intra-
analysis, and post-analysis stages. Pre-analytical factors 
include:
 i) patient selection bias, represented by high 
interindividual variability in exposure levels and genetics 
(MM subtypes, MM stage, benign proliferation, rate of 
cancer progression) and by the method adopted to assess 
asbestos exposure.
 ii) sample availability, especially in rare diseases 
like MM.
 iii) lack of standardization in sample collection, 
handling, and storage (MM samples included fresh/
frozen biopsy specimens; formalin-fixed paraffin-
embedded (FFPE) tissue; macro-dissected tissue; laser-
captured micro-dissected tissue; tissue collected after 
treatment; plasma, serum, and blood cell fraction, and 
cell lines).
 iv) control sample inconsistency: FFPE biopsies of 
healthy pleura tissue, patient-matched non-neoplastic 
pleura, lung, pericardium, healthy lung from asbestos-
exposed subjects, specimens from a range of cancers, 
non-neoplastic proliferations, plasma/serum from healthy 
or exposed subjects, blood cell fraction of healthy/
exposed subjects, immortalized cell lines, and normal 
human mesothelial cell cultures. In addition, some 
studies comparing MM isotypes did not envisage a 
control group of normal samples (15). 
 Analytical factors include:
 i) different performance of platforms and variability 
within and across the analytical methods applied for 
the discovery and quantification of novel biomarkers. 
MiRNA quantification approaches were also widely 
different, including real-time quantitative PCR, qRT-PCR 
array, microarray, in situ hybridization-based assays, and 
variants thereof.
 ii) limited sample size, statistically underpowered 
datasets impairing robustness of evidence.
 iii) lack of appropriate reference standards and 
quality control.
 Obstacles in the post-analysis phase include different 
qRT-PCR normalization methods and statistical 
approaches, poor study design, particularly in the 
validation phase (which is often missing or is conducted 
in the same patient cohort used for screening), and 
finally the failure to report important preanalytical issues 
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populations, sample type, and specimen handling and 
storage protocols should carefully be defined and 
standardized because they can make the difference 
between success and failure. Shared quality control 
guidelines for pre- and post-analytical steps and their 
documentation would also considerably enhance the 
definition and refinement of robust miRNA biomarkers. 
However, such studies, especially those involving rare 
diseases, take several years, require large samples, and 
are generally not feasible by single laboratories, both in 
terms of specimen availability and of resources. 
 Joint research programs are all the more critical 
when investigating rare diseases, since they expand 
sample size and increase statistical power. Success 
in biomarker research and discovery "demands 
integration of multidisciplinary expertise and trans-
sector collaboration between academia, clinical 
medicine regulators, industry, payers and patients" (24). 
Future efforts should thus be directed at developing 
and coordinating transnational research efforts where 
researchers, clinicians, public health experts, funders, 
and politicians join forces. This will also help i) prevent 
duplication of efforts and waste of money and time 
by ensuring efficient use of resources; ii) maximize 
the reliability of the data obtained; iii) improve 
early diagnosis, monitoring, and prognosis; and iv) 
hone treatment strategies. Ideally, highly specialized 
biomarker research teams investigating miRNAs, their 
targets and regulators, and related functions could be 
convened under the NBDA umbrella to lay down the 

standards, best practices, and guidelines required to set 
up a systems-based approach.

4. Conclusion

The peculiarities of ARDs, especially the latency of 
their onset and their distribution, involve that a large 
number of asbestos-exposed individuals worldwide are 
still to become MM patients. It is therefore essential 
to accelerate the search for novel, effective tools and 
strategies to prevent, diagnose, detect early, and cure 
these diseases. A multicenter, multidisciplinary and, 
critically, closely regulated, integrated and standardized 
systems-based approach would be the method ensuring 
the fastest return.
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Intesive fludarabine-high dose cytarabine-idarubicin combination 
as induction therapy with risk-adapted consolidation may improve 
treatment efficacy in younger Acute Myeloid Leukemia (AML) 
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Acute myeloid leukemia (AML) has an incidence of 3-4 
cases per 100,000 people/year and is the commonest 
form of acute leukemia in the adults (1,2). 
 The  deve lopment  o f  AML is  a  mul t i - s tep 
process linked to the progressive accumulation of 
mutations in a multipotent stem cell. According to a 

hierarchical model, different mutations occur during 
leukemogenesis, with founder mutations usually 
affecting genes involved in the epigenetic machinery 
(1,2). 
 Intensive induction chemotherapy followed by 
a consolidation treatment for patients achieving 
hematological complete remission represents the 
backbone of AML treatment (3). 
 In the last three decades no effective new drugs have 
been introduced for AML treatment, with the exception 
of gemtuzumab-ozogamicin, whose potential benefit for 
AML patients has not been completely elucidated (1). 
 Standard induction therapy for younger AML 
patients is still based on a combination of daunorubicin 
and cytarabine. The rational for testing alternative 

Summary Acute Myeloid Leukemia (AML) is the commonest form of leukemia in the adults, with 
an incidence of 3-4 cases per 100,000 people/year. After the first description of the effective 
cytarabine + antracycline (3+7) induction regimen, in the last 3 decades, no effective targeted 
drug has been included in the standard treatment of AML. Many efforts of modifying 3+7 
adding a third drug or increasing the dose of anthracycline, cytarabine or both did not lead 
to substantial improvements, mainly due to increased toxicity. Many in vitro and in vivo 
evidences suggested that fludarabine may increase efficacy of cytarabine through a synergistic 
effect. Considering the continuous improvements in supportive care and management of 
infectious complications the feasibility of more intensive induction strategies have increased 
and a renewed interest in fludarabine-containing induction strategies arose. The recent 
MRC AML 15 trial has shown that a fludarabine-containing induction, FLAG-Ida, resulted 
superior to conventional 3+7 in terms of complete remission rates, relapse incidence and 
survival, although only a minority of patients could complete the whole planned consolidation 
program due to an excessive hematological toxicity. Our group recently published a 10-year 
experience with a fludarabine-containing induction that slightly differed from the MRC one 
and resulted in good efficacy and higher feasibility. In this commentary we review the major 
evidences supporting the employ of a fludarabine-containing induction in AML, and discuss 
the future perspectives.
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regimens including higher dosage cytarabine (Ara-C), 
a different anthracycline as idarubicin or a third 
drug such as and fludarabine and etoposide is to try 
to reduce the rate of treatment failure. Idarubicin is 
the anthracycline derivative that is less sensitive to 
P-glycoprotein (PgP) and more toxic to multi-drug 
resistance (MDR) cells (4). Fludarabine inhibits various 
cellular metabolic pathways such as DNA, RNA 
and protein synthesis (5). It has been demonstrated 
that the combination of Fludarabine with Cytarabine 
results in a synergistic effect on myeloid cells (6): in 
vitro studies have shown that fludarabine is able to 
enhance the concentration of Ara-C triphosphate (Ara-
CTP), the active metabolite of Ara-C, in leukemic 
blasts (7) and to inhibit DNA repair mechanisms, 
providing a rationale for combination therapy with 
DNA-damaging agents (idarubicin and mitoxantrone) 
(8). The combination of fludarabine plus cytarabine (± 
anthracycline) provided interesting results when it was 
first tested on relapsed and refractory AML patients 
(9). Furthermore, fludarabine is reported to be toxic to 
MDR cells (5,6), with the potential of counteract the 
poor prognostic value of Pgp expression (10).
 In vitro, the efficacy of fludarabine-cytarabine 
combination has been improved by adding granulocyte 
colony stimulating factor (G-CSF) that seems to be 
able to recruit quiescent leukemic cells into the S-phase 
of the cell cycle, thus rendering them more sensitive 
to cycle-specific drugs. G-CSF may also increase 
the formation of the active metabolite of fludarabine, 
F-Ara-ATP, and Ara-CTP (11). 
 However, the first studies designed to improve 
standard 3+7 induction either by increasing or 
modifying the anthracycline or cytarabine dosing 
failed to produce better results, probably because of an 
excess of toxicity (12,13). In 1991 our group started 
investigating induction strategies based on fludarabine-
containing regimens in relapsed/refractory and high-risk 
patients (14,15). We showed that a regimen including 
only one cycle of fludarabine, cytarabine, idarubicin 
and G-CSF (FLAG-Ida) was effective, well tolerated 
and improved the feasibility of stem cell transplantation 
in younger, untreated, de novo AML patients (16). 
Moreover, the continuous improvements in supportive 
care and management of infectious complications 
contributed to increase the feasibility of more intensive 
inductions (17). In 2004, we modified the original 
schedule by omitting G-CSF priming (FLAI), adding a 
second induction course with cytarabine and idarubicin 
in order to increase efficacy, and we improved the risk-
oriented consolidation (18). 
 In the recent MRC AML15, standard 3+7 with 
or without etoposide was compared to a fludarabine 
containing induction which consisted in two identical 
courses of FLAG-Ida (19). CR rate after the first course, 
relapse risk and survival were better in the FLAG-Ida 
arm, however, due to higher myelosuppression, only a 

minority of patients were able to complete the whole 
planned consolidation therapy (19). However, it has 
to be noted that even for patients who received only 
the two FLAG-Ida courses without any consolidation, 
outcome was equivalent to patients receiving 3+7 
double induction plus the full planned high dose Ara-C 
consolidation (19).
 On the contrary, according to our FLAI-5 induction, 
fludarabine is administered only in the first course 
only and idarubicin dose is increased from 10 mg/
sqm to 12 mg/sqm in the second course. This strategy 
may reduces the myelosuppression and the incomplete 
haematological recovery rate, allowing the majority of 
patients to complete the scheduled therapy in a timely 
manner, without jeopardizing the efficacy (18).
 Consolidation therapy, comprehending allogeneic 
stem cell transplantation (allo-SCT) or chemotherapy 
alone, for patients achieving hematological complete 
remission is fundamental in order to prevent leukemia 
relapse (1,7,20). In the MRC trial, as well as in 
our experience, consolidation therapy following 
fludarabine containing induction did indeed improve 
outcome(18,19), however, the concern of therapy-
related toxicity is not negligible. 
 The consolidation strategy is generally chosen 
after the evaluation of disease-related factors (i.e. risk 
assessment according to clinical and biological features 
at diagnosis and response to induction) and patient-
related factors (i.e. performance status, comorbidities, 
infectious complications) (1,7,20) and the correct 
identification of patients who may benefit from early 
allo-SCT consolidation is fundamental in order to 
maximize treatment efficacy (21).
 Allo-SCT increases the chance of disease cure, 
through the immunological control of residual disease 
eventually surviving after the intensive conditioning 
regimen (7,20). In the last decade a deep reduction in 
transplant related mortality has been achieved thanks 
to the development of new strategies to prevent Graft 
versus Host Disease, and through a better management 
of early and late transplant related complications (22). 
The use of unconventional hematopoietic stem cells 
sources, as matched unrelated donors and cord blood 
and the introduction of new transplant procedures 
designed for the utilization of haploidentical donors 
have largely increased the feasibility of allo-SCT 
for patients lacking a sibling matched donor.(22-24) 
Moreover reduced-intensity conditioning regimens 
allowed older or frail patients in hematological 
remission to benefit from the transplant associated 
immunological control of leukemia (7,20).
 In poor-risk AML patients according to standard risk 
classification allo-SCT in CR1 is widely recommended. 
On the contrary the role of allo-SCT for patients 
belonging to intermediate-risk groups is still matter 
of debate, considering the therapy-related mortality 
(TRM) and long term complications related to Graft 
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effect observed with the combination fludarabine-
cytarabine could be mostly related to an increased 
availability of ara-CTP into the leukemic blasts, a 
modification on cytarabine chemical structure was 
attempted. Elacytarabine is the elaidic acid ester 
derivative of cytarabine, designed to enter cells 
independently of nucleoside transporters. Phase I/II 
trials were encouraging although subsequent clinical 
studies did not confirm superiority of elacytarabine as 
monotherapy in relapsed/refractory AML, compared 
with standard of care (27). Perhaps, elacytarabine 
should be further tested in earlier stage of disease and 
in combination with fludarabine or other conventional 
AML drugs. Many groups have shown that low-dose 
Gemtuzumab Ozogamicin can be safely incorporated 
in modern induction therapy and may improve the 
outcome, at least for non high-risk patients (28). 
Moreover, recent evidence suggest that the addition of 
the multi-kinase inhibitor midostaurin to conventional 
3+7 induction improves the outcome in FLT-ITD 
mutated AMLs (29). Since fludarabine containing 
induction seems to partially overwhelm the negative 
prognostic impact of FLT3-ITD, at least when 
concomitant NPM1 mutation is present (30), there 
is a strong rationale for incorporating midostaurin in 
fludarabine containing regimen as well.
 In conclusion, thanks to the great improvement 
in the supportive care, nowadays more intensive 
fludarabine-containing induction represents the most 
effective therapy at least for younger AML patients. 
A risk-oriented strategy is of great importance 
in order to maximize the adherence to therapy 
and to tailor consolidation to the individual risk, 
minimizing treatment related-toxicity. In the next 
years, the incorporation of targeted molecules and the 
implementation of minimal residual disease-driven 
choices will further contribute to improve the overall 
good results achieved.
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1. Introduction

A feature that  defines eukaryotic cel ls  is  the 
compartmentalization of their cytoplasm in different 
membrane-associated organelles. In order to maintain 
these compartments, cells have developed mechanisms 
to ensure that specific proteins are targeted to particular 
organelles (1). Thus, subcellular compartmentalization 
became an essential feature in these organisms, 
allowing the correct interrelation of certain intracellular 
components and enabling reactions to occur efficiently 
and orderly. To connect all compartments proteins 
and lipids are trapped into transport vesicles, which 
are made of "coatomers", specific for a particular 
compartment. Clathrin-Coated Vesicles (CCVs) 
are transport vesicles that have been extensively 
characterized in a wide variety of eukaryotic cells 
and mediate the delivery of cargo molecules to the 
endosomal/lysosomal compartments. These vesicles are 
covered by a layer that is composed of scaffold proteins, 
clathrin and several oligomeric and monomeric adapter 
proteins (APs: Adaptor Proteins). The APs binds 
clathrin and also recognize specific classification 

signals that are present in the cytosolic domains of 
transmembrane proteins, producing accumulation of 
these proteins in the CCVs. 
 Giardia lamblia is a parasite of great importance not 
only because it is the cause of a very frequent disease, 
giardiasis, but also because it shows clear evidence of 
reductive evolution (2). In this scenario, G. lamblia 
presents an atypical endomembranous system (3,4), 
characterized by the presence of ER and lysosome-like 
peripheral vacuoles (PVs) and by the absence of other 
organelles characteristic of higher eukaryotes such as 
endosomes, lysosomes, mitochondria, peroxisomes, 
and a morphologically recognizable Golgi apparatus. 
The simplicity of the giardial subcellular organization 
makes this parasite an excellent model to study the 
basis of different cellular processes in eukaryotes, 
such as vesicular protein trafficking. The very 
existence of CCVs in Giardia is controversial since 
typical clathrin-coated cages or clathrin budding have 
never been observed in this parasite. However, there 
is increasing amount of fresh data suggesting that 
Giardia utilizes both conserved and non-conserved 
mechanisms for protein delivery via clathrin vesicles. 
Without a morphologically discernible Golgi apparatus, 
the anterograde vacuolar protein trafficking seems 
to start at the ER through the action of AP-1 and 
clathrin while receptor-mediated endocytosis involves 
the participation of AP-2 and clathrin. Last year, the 
presence of a monomeric adaptor protein containing an 
ENTH domain (see below) was discovered. Here, we 
showed and discussed all the findings about GlENTHp 
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(for Giardia lamblia ENTH protein), focussing on its 
function and origin.

2. The multiple function of GlENTHp

The ENTH/ANTH/VHS superfamily are composed 
by proteins that possesses either an ENTH (Epsin 
N-terminal homology), an ANTH (AP180 N-terminal 
homology) or a VHS (Vps27, Hrs and STAM) domain 
at their N-terminus and have been identified in 
proteins that participate in clathrin-mediated budding 
in mammalian cells (5). Among the ENTH family, 
the epsin subfamily are composed by classical epsin 
proteins and the epsin-related (epsinR) protein that 
play a role in clathrin-mediated endocytosis or Golgi-
to-endosome protein trafficking, respectively (6,7). 
The ENTH module binds phosphoinositides (PIs), 
with epsin preferring PI4,5P2 while epsinR favouring 
PI4P binding. At their C-terminal these proteins 
contain several short motifs that mediate interactions 
with endocytic proteins and are characteristic for each 
protein (Figure 1) (8). 
 In Feliziani et al. 2015, we presented our first 
studies on GlENTHp (GL50803_3256),  which 
possesses the highly conserved ENTH domain at its 
N-terminal region (9). Because, only one member of 
the family is present in Giardia, we wondered whether 
it might function as a classical epsin or as an epsinR-
like protein in this parasite. Analysis of its secondary 
and tertiary structure showed that the only conserved 
motif between GlENTHp and other members of 
this family was the ENTH domain but possesses a 
methionine-rich sequence with unknown function that 
is only observed in the epsinR (10). Besides the lack 
of other conserved motifs like the ubiquitin-interacting 
motif (UIM), clathrin-binding motifs and the α-ear 
(AP-2)-binding or γ-ear (AP-1)-binding motifs, we 
found that GlENTHp is able to interact with proteins 
involved in CCVs formation, besides specific PIs. 
By immunofluorescence assay (IFA) and confocal 
microscopy, we showed that GlENTHp localized in 

the cytosol and somehow in the nuclei. Similarly to 
classical epsin-type adaptors, it was associated with the 
giardial αAP-2, clathrin heavy chain, ubiquitin and it 
was able to interact with PI3,4,5P3, which was observed 
at the plasma membrane (PM) of the parasite. We also 
found that GlENTHp played an active role in receptor-
mediated endocytosis of low-density lipoproteins. On 
the other hand, a direct association was found with the 
γAP-1 and PI4P, present in the Giardia ER-sorting sites, 
and was implicated in the trafficking of the soluble acid 
phosphatase from the ER to the PVs, suggesting that 
GlENTHp could also carry out a role of epsinR in the 
parasite. When the PVs were ultrastructural analyzed 
in transgenic cells over-expressing GlENTHp, we 
observed that these oval-shaped vacuoles lost their 
heterogeneous electron-density when compared with 
wild-type cells. Conversely, enhance electron-density 
of the PVs was detected in cells in which the GlENTHp 
expression was either reduced or replaced by a mutant 
that is unable to bind PIs (9). These studies suggest 
that GlENTHp would be involved in the transport of 
material to and/or from the PVs, playing an active role 
in the maturation of these vacuoles. The alteration of 
the GlENTHp function caused a severe defects in cell 
growth, which correlated with more electron-dense 
PVs, reinforcing the idea that GlENTHp could be 
implicated in the preservation of the PV homeostasis 
and cell survival. Several evidences support the idea 
that the proteins involved in endocytosis may also play 
a role in the nucleus (11,12). Surprisingly, we found 
an increase of the GlENTHp mutant in one of the 
nuclei, when compared with endogenous GlENTHp. 
This result was correlated with an increase nuclear 
localization of GlENTHp, but not of the mutant, when 
the cells were treated with LY294002 to reduce the 
synthesis of PI3,4,5P3 and PI4P. These results suggest 
that GlENTHp might continuously move in and out of 
the nuclei depending on its ability to bind PIs. Further 
analyses are necessary to disclose how the mechanism 
of GlENTHp trafficking through the nuclear membrane 
takes place and what the meaning of this behavior is. 

116

Figure 1. Schematic representation of E/ANTH proteins of mammals, S. cerevisiae and G. lamblia. The ENTH or ANTH 
domain is depicted in the N-terminus. Specific motifs within their C-terminal region are also represented. NPF motifs bind to 
Eps15 homology (EH) domain-containing proteins. Asterisks in GlENTHp denote no defined localization or presence of the 
motifs.
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a key player in the evolution of the ENTH family by 
testing its role in S. cerevisiae.
 In Feliziani et al. 2016, we showed that neither 
the overexpression of GlENTHp nor of the gENTH 
alone rescued the lethal phenotype in the ent1Δent2Δ 
cells (17). It was shown that the essential function of 
the ENTH motif resided in the conserved Y100 and 
T104 residues (18). Because gENTH domain lacks 
the conserved T within its sequence, we were wonder 
whether it might be the reason for the incapacity of 
GlENTHp to rescue the lethal ent1Δent2Δ cells. To 
test this, we performed complementary assays now 
using the GlENTHN107Yp and gENTHN107Y mutants. 
The results showed that none of the mutants were able 
to complement the ent1Δent2Δ cells, suggesting that 
the presence of the Y/T residues in conserved sites 
was not sufficient for GlENTHp to supplement the 
function of Ent1/2p in S. cerevisiae. Through functional 
assays, we evaluated the location of the pheromone 
a factor receptor Ste3 and the polymerization of the 
actin-binding protein ABP1 in wild-type cells by 
overexpressing GlENTHp. We found that GlENTHp 
was not able to act as a dominant negative protein 
of Ent1/2p by interfering with its normal function. 
At this point, we concluded that GlENTHp was 
unable to replace the function of Ent1/2p in fungi, 
most likely due to the limited degree of homology 
between sequences of these proteins beyond the ENTH 
domain. Also, it is possible that the preference of 
GlENTHp, for PI3,4,5P3 and PI4P over PI4,5P2, altered 
its interaction with the appropriate target at the PM, 
resulting in rescue failure in ent1Δent2Δ cells. But can 
GlENTHp be able to perform Ent3/5p functions in 
S. cerevisiae instead? To evaluate this possibility, we 
assessed deficiencies in the transport of fluorescence 
carboxypeptidase S, GFP-Cps1 (19), and alteration 
of α-factor maturation (20) in ent3Δent5Δ cells (21). 
The results showed that the expression of GlENTHp 
neither re-established the localization of GFP-Cps1 
nor restored the maturation of the α-factor, being 
unable to perform the function of Ent3/5p. To assess 
whether GlENTHp could act as a dominant negative 
protein of the Ent3/5p, the localization of Cps1 and 
maturation of α-factor was again analyzed but now 
using wild-type cells overexpressing GlENTHp. By 
performing fluorescence microscopy assays in living 
cells and halo bioassays, we found that overexpression 
of GlENTHp interfered with the function of epsinR-
type proteins in yeasts, evidenced by changes in the 
route of GFP-Cps1 and by alterations in the maturation 
of the α-factor. The interaction of Ent3/5p with PI4P 
has been reported to be crucial for their localization 
and function (22). Thus, we decided to test whether the 
dominant negative effect of GlENTHp overexpression 
was related to a change in the localization of Ent3/5p 
by overexpressing GlENTHp, gENTH and the mutant 
that is unable to bind PIs. Only when GlENTHp was 

 At the time we were performing this analysis, 
another group published new results about GlENTHp 
(13). Surprisingly, they found that GlENTHp localized 
in the giardial ventral disk, a microtubule structure and 
the primary organelle of attachment to the cell host 
(13). One explanation of this differential behavior of 
the protein might be just a technical problem since the 
cytosolic and the membrane distribution of GlENTHp 
was demonstrated by biochemical and cellular analysis 
in our work. Moreover, many other differences were 
reported in this Short Communication, like the partial PI 
binding specificity of GlENTHp and the lack of binding 
to any endosomal components, including clathrin. 
Because we demonstrated each finding utilizing more 
than one approach, we are confident that we were able 
to disclose the native function of GlENTHp.
 In conclusion, significant steps have been made in 
the functional characterization of GlENTHp, disclosing 
that not only AP-1 and AP-2 (as we previously 
envisioned) are involved in the clathrin-mediated traffic 
in Giardia, but the action of the monomeric GlENTHp 
is also required. Conversely to AP-1, which was 
implied in the ER-to-PV protein trafficking or to AP-
2, which participates in receptor-mediated endocytosis, 
GlENTHp seems to play a critical role in both 
pathways, depending on the specific requirement of the 
parasite. This is another evidence that Giardia might 
use the same protein to perform multiple functions, 
making the studies in this parasite increasingly 
fascinating.

3. Evolutionary origin

The members of the ENTH family are highly 
conserved, even among organisms as diverse as 
humans, Xenopus, Drosophila, Arabidopsis, yeasts, 
and T. brucei. However, there are differences in the 
number of proteins that are members of this family in 
each species. Thus, while yeast S. cerevisiae and most 
vertebrates (including primates, rodents and zebrafish) 
contain at least two paralogs of the ENTH family, only 
one member of this family is present in organisms such 
as Toxoplasma gondii, Plasmodium Falciparum and 
Giardia lamblia (14). In Saccharomyces cerevisiae it 
has been characterized two classical epsin homologues, 
Ent1p and Ent2p, which are essential proteins with 
redundant functions, and two epsinR orthologues, Ent3p 
and Ent5p (15,16). In an elegant report, De Craene and 
co-workers performed in silico analysis of this ENTH/
ANTH/VHS superfamily, consisting of proteins from 
84 genomes representative of the different eukaryotic 
taxa. They found the ENTH domain of Giardia (member 
of the Excavata taxa), is the unique representative 
of the ENTH/ANTH/VHS function, thus suggesting 
that multiple tasks might be performed by the unique 
ENTH-containing protein (14).  This statement 
encouraged us to analyze whether GlENTHp could be 
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over-expressed in cells expressing Ent3p or Ent5p, a 
change in the localization of Ent3/5p was observed, 
suggesting that GlENTHp physically interfered with the 
Ent3/5p recruitment to the trans-Golgi network (TGN). 
In spite of lacking the canonical domains of interaction, 
we decided to test whether GlENTHp interacted with 
clathrin, the adapter subunit γAP-1 (APL4) and/or the 
ADP-ribosylation factor-binding proteins GGA1 and 
GGA2 (15), by performing FRET experiments in live 
yeast cells. The results showed that GlENTHp interacts 
with APL4, GGA1 and GGA2. Based on the results 
obtained, we proposed that GLENTHp transiently 
interacts with PI4P at the TGN membrane, blocking the 
binding of GGAs to the membrane and thus preventing 
the GGA2p/Ent3p binding. GlENTHp could also 
compete directly with Ent3/5p for the binding to AP-1 
and GGAs but not clathrin, modifying the packaging 
of these proteins in the CCVs. These finding probably 
explains the clear misslocalization and missfunction 
of Ent3/5p when GlENTHp is overexpressed. Taken 
together, our results reinforce the idea that although 
there is a conserved sorting mechanism between S. 
cerevisiae and G. lamblia, a higher degree of similarity 
in the protein sequence is necessary to replicate the 
protein function in a different organism.

4. Conclusions 

Although clathrin-mediated vesicular trafficking is one 
of the most conserved through the eukaryotic evolution 
and involves common regulators, it is more and more 
evident that it shows distinct particularities depending 
on the requirements of each cell type. In this sense, 
the finding that Giardia is able to utilize GlENTHp as 
a monomeric adaptor to fulfill two different clathrin-
mediated mechanisms, point emphasis on the behavior 
of organisms that undergo reductive evolution. More 
studies are required to disclose other putative functions 
of GlENTHp performed beyond the cytoplasm. This, at 
the end, will contribute to understand the plasticity of 
this parasite to adapt to different environment thorough 
its evolution.
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Global concern regarding the fifth epidemic of human infection 
with avian influenza A (H7N9) virus in China

Yinzhong Shen, Hongzhou Lu*

Shanghai Public Health Clinical Center, Fudan University, Shanghai, China.

The H7N9 subtype of avian influenza A virus was 
not known to have the capacity to infect humans until 
March 31, 2013.  Novel reassortant avian influenza 
A (H7N9) viruses are associated with severe and fatal 
respiratory diseases in humans, and most patients 
who are confirmed to be infected with H7N9 virus are 
critically ill (1,2). Since the first outbreak of human 
infection with avian influenza A (H7N9) virus was 
identified in 2013, five seasonal outbreaks have occurred 
in China. The fifth outbreak started earlier than usual. A 
sudden increase in cases of human infection with avian 
influenza A (H7N9) virus has been reported in China 
since September 2016, and the number of cases reported 
in this season is exceeding that reported in previous 
seasons (3). This increase in the number of new cases of 
H7N9 infection has caused domestic and international 
concern.
 According to Disease Outbreak News issued by the 
World Health Organization (WHO) on February 22, 
2017, a total of 1223 laboratory-confirmed cases of 

human infection with avian influenza A (H7N9) virus 
had been reported since early 2013 (3). The number of 
human cases developing since October 1, 2016 accounted 
for nearly one-third of all human cases of H7N9 infection 
reported since 2013 (3). These cases include five cases 
reported in Taiwan, 20 cases reported in Hong Kong, one 
case reported in Macau, two cases reported in Canada, 
and one case reported in Malaysia (3). As of February 23, 
2017, at least 425 cases had been reported during the fifth 
outbreak in China, which began in October and spiked 
suddenly in December (4). According to the National 
Health and Family Planning Commission (NHFPC) of 
China, cases of H7N9 infection have been reported in 
16 provinces since January 2017 (5). According to data 
released by the NHFPC, 192 cases of H7N9 infection 
(including 79 deaths) were reported in January 2017 (6). 
Most cases occurred around the Yangtze and Pearl river 
deltas.
 A surveillance report (7) suggested that most cases 
in the fifth outbreak were still highly sporadically 
distributed without any epidemiological links; the 
main characteristics remained the same and the genetic 
characteristics of viral strains that were isolated during 
this outbreak were similar to characteristics of strains 
involved in earlier outbreaks. However, several notable 
features of the fifth outbreak are (7): i) a quarter of 
the infected individuals were farmers; ii) most of the 
infected individuals  lived in urban areas and reported 

Summary Since the first outbreak of human infection with avian influenza A (H7N9) virus was 
identified in 2013, five seasonal outbreaks have occurred in China. The fifth outbreak 
started earlier than usual. A sudden increase in cases of human infection with avian 
influenza A (H7N9) virus has been reported in China since September 2016, and the number 
of cases reported in this season is exceeding that reported in previous seasons. This increase 
in the number of new cases of H7N9 infection has caused domestic and international 
concern. This paper summarizes the current prevalence of H7N9 in China and it also 
discusses measures that China has taken to control this outbreak. This paper also describes 
steps China must take in the future. This paper can serve as a reference for prevention and 
control of H7N9 outbreaks around the world.
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exposure to live poultry; and iii) only 5% of infected 
individuals received oseltamivir within 48 hours of the 
onset of symptoms. 
 Obstacles to the control of this outbreaks in China 
are: i) live poultry markets and the live poultry trade; 
ii) the public's preference for fresh food markets; iii) 
raising free-range chickens, particularly in rural areas; 
iv) the public's limited knowledge about H7N9; v) delays 
in early identification and diagnosis; and vi) continuing 
isolation of H7N9 from animals and their surroundings.
 The situation has prompted China to enhance 
prevention and control measures. On February 22, 
2017, China's premier, Li Keqiang, convened a meeting 
to take steps to control outbreaks and Premier Li asked 
provincial officials in affected areas to close live poultry 
markets as soon as possible (8). The state has asked all 
poultry markets to thoroughly disinfect their premises. 
China will implement a new model to help upgrade the 
poultry industry; this model involves "raising livestock 
on a larger scale, centralized slaughter, cold chain 
transport, and sale of chilled meat." On January 24, 
2017, the NHFPC issued an updated guidance (2017 
version) on clinical management of H7N9 (9), and 
the NHFPC has trained doctors in screening and early 
diagnosis of the infection and treatment of critically 
ill patients. China needs to continue enhancing strict 
H7N9 surveillance, to coordinate multiple sectors 
to control infection, and to initiate national health 
preparedness. Health education and public campaigns 
should be enhanced to increase public awareness of the 
disease. Strategies to facilitate rapid identification of 
cases and early antiviral treatment need to be promptly 
implemented.
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China is closely monitoring an increase in infection with avian 
influenza A (H7N9) virus
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Influenza pandemic is a serious threat to public health 
in today's world. Because of the influenza virus’ great 
adaptability and ready variation, frequent outbreaks 
of avian influenza A (H7N9) over the past 5 years 
have attracted interest in controlling human influenza 
pandemics in the near future. However, the fifth 
outbreak of human infection with avian influenza A 
(H7N9) virus has more serious than previous outbreaks 
over the past few years. Given these concerns, China is 
closely monitoring an increase in the number of cases 
of infection with the avian influenza A (H7N9) virus.

1. The avian influenza A (H7N9) virus became 
seriously prevalent after October 1, 2016

The fifth outbreak of human infection with avian 
influenza A (H7N9) virus struck far and wide in China. 
On January 9, 2017, 106 human cases of infection with 

avian influenza A (H7N9) were reported to the National 
Health and Family Planning Commission (NHFPC) (1). 
Fifty-two of those cases were reported from Jiangsu, 
21 were reported from Zhejiang, 14 were reported 
from Anhui, 14 were reported from  Guangdong, 2 
were reported from Shanghai, 2 were reported from 
Fujian, and 1 was reported from Hunan. At the time of 
reporting, there were and 57 cases of a severe infection 
and 35 deaths. 
 According to the World Health Organization 
(WHO), more than a thousand cases of infection with 
the avian influenza A (H7N9) virus have been reported 
in China over the past four years, with a mortality 
rate of 39% (2). The avian influenza A (H7N9) virus 
is mainly prevalent in coastal areas and especially 
active in Zhejiang, Guangdong, and Jiangsu provinces 
(Figure 1). The number cases of infection with the 
avian influenza A (H7N9) virus suddenly increased 
in 2013-2014, but the number of cases reported this 
winter has exceeded the number reported in all previous 
seasons (Figure 2). According to the data, the number 
of cases from October 1, 2016 to the present accounts 
for nearly one-third of all cases of infection with the 
avian influenza A (H7N9) virus reported since 2013 (3). 
However, the specific reasons for the outbreak of the 
avian influenza A (H7N9) virus this winter are not yet 
clear.

Summary The fifth outbreak of human infection with avian influenza A (H7N9) virus has struck far 
and wide in China. The number of cases of infection with the avian influenza A (H7N9) 
suddenly increased in 2013-2014, but the number of cases reported this winter has exceeded 
the number reported in all previous seasons. Given this situation, the National Health 
and Family Planning Commission issued updated Chinese guidelines (2017 version) on 
diagnosis and treatment of infection with the avian influenza A (H7N9) virus on January 24, 
2017. In addition, the Chinese Government closed many live poultry markets in urban and 
rural areas in a number of provinces and the Government has taken proactive measures to 
surveil, respond to, and prevent potential pandemics involving the avian influenza A (H7N9) 
virus.

Keywords: Avian influenza A (H7N9) virus, outbreak, guideline

DOI: 10.5582/bst.2017.01041News

Released online in J-STAGE as advance publication February 
28, 2017.

*Address correspondence to:
Dr. Lingzhong Xu, Department of Social Medicine and Health 
Service Management, School of Public Health, Shandong 
University, Mailbox No. 110, 44, Wenhuaxi Road, Ji'nan, 
250012, Shandong, China.
E-mail: lzxu@sdu.edu.cn



www.biosciencetrends.com

BioScience Trends. 2017; 11(1):122-124.

2. Chinese guidelines (2017 version) on infection 
with the avian influenza A (H7N9) virus have been 
updated

On January 24, 2017, the NHFPC issued updated 
Chinese guidelines (2017 version) on diagnosis and 
treatment of infection with the avian influenza A (H7N9) 
virus (4). These guidelines have 8 sections covering 
etiology, epidemiology, pathogenesis and pathology, 
clinical features, diagnosis and differential diagnosis, 

treatment, prevention and control of iatrogenic infection, 
and criteria for lifting quarantines. 
 A point worth mentioning is that the guidelines 
focus on indicated drugs and drug use. Western drugs 
that are approved include oseltamivir, oseltamivir, and 
zanamivir while traditional Chinese medicines that 
are approved include Shufeng Jiedu capsules, Lianhua 
Qingwen capsules, and Jinlian Qingfei effervescent 
tablets. The guidelines emphasize drug selection, 
recommended dosages, eligible patients, and drug 
efficacy, further standardizing the clinical management 
of and response to infection with the avian influenza A 
(H7N9) virus (5).

3. Reducing the risk of exposure to infected poultry

An important aspect of the 80 cases reported in January 
is that affected individuals were exposed to poultry or 
a live poultry market. Exposure to infected live or dead 
poultry or direct or indirect exposure to contaminated 
surroundings, via settings such as live meat markets, 
appears to be a primary risk factor for human infection 
with the avian influenza A (H7N9) virus. The whole 
process of slaughtering, plucking, and handling 
carcasses of infected poultry and preparing poultry for 
consumption could be a risk factor.
 In order to prevent and control outbreaks, the 
NHFPC and representatives from the ministries 
of agriculture, industry, and commerce conducted 
joint investigations in Jiangsu, Zhejiang, Anhui, and 
Guangdong provinces where cases were more prevalent. 
Government officials have jointly supervised, inspected, 
and guided local surveillance, medical treatment, and 
prevention and control and they have promoted control 
measures with a focus on management of live poultry 
markets and inter-regional transportation. As a specific 
example of those measures, many provinces and cities 
in China have closed live poultry markets. The latest 
to be closed is in Wuhan, Hubei Province. Twenty-two 
cases of infection with the avian influenza A (H7N9) 
virus have occurred in Hubei Province this year, and 
nearly half of those cases occurred in Wuhan. Given 
this fact, the city closed 445 live poultry markets 
and 1,016 stalls and it culled 26,000 poultry. Earlier, 
Zhejiang Province closed every live poultry market, the 
City of Xinghua, Jiangsu Province suspended the city's 
live poultry trade, and the City of Anqing, Wangjiang 
County, and Xuancheng Jing County in Anhui Province 
closed every live poultry market in urban and rural 
areas (6).

4. Focusing on surveillance and preventing potential 
pandemics

The ongoing prevalence of avian influenza A (H7N9) 
viruses is a public health concern since these viruses 
often caused severe diseases and these viruses have 
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Figure 2. Cases of infection with the avian influenza A 
(H7N9) virus and deaths in China from March 2013 to 
January 2017. The number of cases of infection with the avian 
influenza A (H7N9) virus and deaths in China has increased 
each year. A point worth mentioning is that the number of 
cases suddenly increased in 2013-2014, but the number of 
cases reported this winter has exceeded the number reported 
in all previous seasons. According to the data, the number of 
cases from October 1, 2016 to the present has accounted for 
nearly one-third of all reported cases of infection with the avian 
influenza A (H7N9) virus since 2013.

Figure 1. Distribution of the cumulative number of cases 
of infection with the avian influenza A (H7N9) virus in 
China since January 1, 2013. According to the World Health 
Organization (WHO), more than a thousand cases of infection 
with the avian influenza A (H7N9) virus have been reported 
in China over the past four years, with a mortality rate of 39% 
(2).The avian influenza A (H7N9) virus is mainly prevalent in 
the coastal areas, and especially active in Zhejiang (272 cases), 
Guangdong (231 cases), and Jiangsu provinces (209 cases).
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the potential to mutate to become more transmissible 
between humans. In addition, influenza pandemics 
are unpredictable but recurring events that can have 
health, economic, and social consequences worldwide 
(7). Once an avian or zoonotic influenza virus emerges 
with the ability to cause sustained human-to-human 
transmission, the human population has little to no 
immunity from the virus. Whether avian and other 
zoonotic influenza viruses that are currently prevalent 
will cause a future pandemic is unknown. However, 
what is important is to work with the government to 
continue monitoring various avian and other zoonotic 
influenza viruses that have caused infections in both 
animal and human populations.
 Given these concerns, outbreaks of the avian 
influenza A (H7N9) virus pose a real challenge 
to China's emergency management, and specific 
measures are being considered more than before. The 
Chinese Government has emphasized prevention and 
control of the avian influenza A (H7N9) virus and the 
Government has made a significant effort by taking 
proactive measures (8). i) The NHFPC has enhanced 
the surveillance of outbreaks and it conducts timely 
risk assessments and studies to ascertain any changes 
in epidemiology (9); ii) The NHFPC asked local 
health and family planning commissions to implement 
measures to effectively control sources of outbreaks 
and to minimize the number of people affected; iii) 
Early diagnosis and treatment of cases of infection 
with the avian influenza A (H7N9) virus have been 
enhanced, treatment of cases of severe infections has 
been enhanced, and cases of severe infections and 
deaths have been reduced; iv) Relevant prefectures in 
Jiangsu Province closed live poultry markets in late 
December 2016 and Zhejiang, Guangdong, and Anhui 
provinces have enhanced regulation of live poultry 
markets; and v) Campaigns have been initiated to 
inform the public of risks and information has been 
shared with the public.
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